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An Overview of Business Intelligence, Analytics, and Decision Support

Changing Business Environment & Computerized Decision Support

Companies are moving aggressively to computerized support of their operations (Business
Intelligence).

Business Pressures—Responses—Support Model

o Business pressures result of today's competitive business climate

o Responses to counter the pressures

o Support to better facilitate the process
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The Business Environment

The environment in which organizations operate today is becoming more and more complex,
creating
o Opportunities
o Problems
> Example: globalization.
Business environment factors:
o markets, consumer demands, technology, and societal...
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FACTOR DESCRIPTION Jal gad) Chua g
Markets &g
o Strong competition sApdE o
o Expanding global markets Lalladl 3 ¥} pas 8 o
o Blooming electronic markets on the Internet i Y e Ay S Bl @i o
o Innovative marketing methods s S Basui 30k 0
. . . - (RSP ! A alaa Alaiwy! :
o Opportunities for outsourcing with IT support et s ’f’& e T”*{b‘ﬁ. 1:;‘“ y‘ UT:; ©
Gl Coes fusﬂ - h 4a
o Need for real-time, on-demand transactions j j sl cd gl Ao oA ©
Consumer demands OnSlgrinnal) lldas
o Desire for customization Sreall Qlla s 7Y oy L ) avadll) G4 )l o
Desire for quality, diversity of products, and speed aloll A g clatiall g giigsasall A2 ) o
of delivery U8 Y s i5 osle oSl o
o Customers getting powerful and less loyal
Technology La g gigal
o More innovations, new products, and new services saall Gleasdly saaall Clatiall y I e w3 o
o Increasing obsolescence rate pEN Jae (& 3303 o
o Increasing information overload 3300 1) Slaslaall (A3303 o
o Social networking, Web 2.0 and beyond Wans Loy 2.0 sl ¢ LeladaW il o
Societal 2alaall
Growing government regulations and deregulation Apalatill 5 gl L) g A sSall Gl 5 o
Workforce more diversified, older, and composed of | oLl (e a3l (e calliig ¢ cpudl HLSS ¢ Lo g piSTAL 8l o
more women ila Y Claagll s JSIA) a1 (e dy Gilie o
o Prime concerns of homeland security and terrorist ) ) B
attacks i yall Slay il (g0 W e s Sarbanes-Oxley Cslisosma o
o Necessity of Sarbanes-Oxley Act and other ol
reporting-related legislation IS all e laia¥) Al gpuall 300 o
Increasing social responsibility of companies L) e 5850 e e o

Greater emphasis on sustainability

Be Reactive, Anticipative, Adaptive, and Proactive

Managers may take actions, such as
o Employ strategic planning.
o Restructure business processes.

O Use new and innovative business models.
O Participate in business alliances.

o Improve corporate information systems. ... more [in your book]
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One of the major objectives of computerized decision support is to facilitate closing the gap between the

current performance of an organization and its desired performance, as expressed in its mission,

objectives, and goals, and the strategy to achieve them.
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Management is a process by which organizational goals are achieved by using resources.
o Inputs: resources

o Output: attainment of goals

o Measure of success: outputs / inputs

Management = Decision Making

Decision making: selecting the best solution from two or more alternatives
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Managers usually make decisions by following a four-step process (a.k.a. the scientific approach)

1. Define the problem (or opportunity)

Construct a model that describes the real-world problem.

WEEK 2 — Chapter 1

2
3. Identify possible solutions to the modeled problem and evaluate the solutions.
4

Compare, choose, and recommend a potential solution to the problem.

Group communication and collaboration
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Improved data management

Managing data warehouses and Big Data

Analytical support
Overcoming cognitive limits in processing and storing information
Knowledge management

Anywhere, anytime support
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Type of Control
e Operational Managerial Strategic
Type of Decision Control Control Planning

Structured

Accounts receivable ‘l
Accounts payable
Order entry

Budget analysis
Short-term forecasting
Personnel reports
Make-or-buy

[2]

Financial management |i
Investment portfolio
Warehouse location
Distribution systems

Semistructured

Production scheduling |i
Inventory control

Credit evaluation
Budget preparation
Plant layout

Project scheduling
Reward system design

Inventary categorization

[s.

Building a new plant |i
Mergers & acquisitions
New product planning
Compensation planning
Quality assurance

HR policies

Inventory planning

[7]

Buying software
Approving loans

Negotiating
Recruiting an executive

Le]

R & D planning Ii
New tech. development

Unstructured Operating a help desk Buying hardware Social responsibility
Selecting a cover for a Lobbying planning
magazine
r N
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Degree of Structuredness (Simon, 1977)
o Decisions are classified as
» Highly structured (a.k.a. programmed)
» Semi-structured
» Highly unstructured (i.e., nonprogrammed)
Types of Control (Anthony, 1965)
o Strategic planning (top-level, long-range)
o Management control (tactical planning)
o Operational control
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DSS
DSS - interactive computer-based systems, which help decision makers utilize data and models to
solve unstructured problems (Gorry and Scott-Morton, 1971)
Decision support systems couple the intellectual resources of individuals with the capabilities of
the computer to improve the quality of decisions.
DS as an Umbrella Term
Evolution of DS into Business Intelligence
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Bl
Bl is an evolution of decision support concepts over time
o Then: Executive Information System
o Now: Everybody’s Information System (BI)
Bl systems are enhanced with additional visualizations, alerts, and performance measurement
capabilities
The term Bl emerged from industry
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Bl
Bl is an umbrella term that combines architectures, tools, databases, analytical tools,
applications, and methodologies
Bl is a content-free expression, so it means different things to different people
Bl's major objective is to enable easy access to data (and models) to provide business
managers with the ability to conduct analysis
Bl helps transform data, to information (and knowledge), to decisions, and finally to
action
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The term Bl was coined by the Gartner Group in the mid-1990s
However, the concept is much older
o 1970s - MIS reporting - static/periodic reports
o 1980s - Executive Information Systems (EIS)
o 1990s - OLAP, dynamic, multidimensional, ad-hoc reporting -> coining of the
term “Bl”
o 2010s - Inclusion of Al and Data/Text Mining capabilities; Web-based
Portals/Dashboards, Big Data, Social Media, Analytics
o 2020s - yetto be seen

Querying and
reporting

| Data
| Metadats warehouse

S E
Financial Spreadsheets
reporting (MS Excel)
OLAP

Digital cockpits
and dashboards

| (=g |

Business g )
Scorecards and Intelligence
dashboards
Alerts and
notifications

Data & text
mining Predictive Broadcasting

analytics tools

A BI system has four major components
o a data warehouse, with its source data
o business analytics, a collection of tools for manipulating, mining, and analyzing
the data in the data warehouse
o business performance management (BPM) for monitoring and analyzing
performance
o auser interface (e.g., dashboard)
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A High-Level Architecture of Bl

Data Warehouse Business Analytics Performance and
Environment Environment Strategy

Data

Managers / executives
Sources

-
BPM strategy

Technical staff Business users

Built the data warehouse Access

Data
Warehouse

—>
—>
—>

v’ Organizing
v' Summarizing
v_ Standardizing

—
Manipulation
Results

User Interface
Future component o - browser
intelligent systems - portal
- dashboard

O O O O

Business Value of Bl Analytical Applications
Customer segmentation
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Propensity to buy LSl el
Customer profitability °‘J‘M,d*““
Fraud detection | el ds
Customer attrition gl ge il
Channel optimization e danll il
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DSS-BlI Connections
Similarities and differences?
o Similar architectures, data focus, ...
Direct vs. indirect support
Different target audiences
Commercially available systems versus in-house development of solutions
Origination — Industry vs. Academia
So, is DSS = BI ?
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Analytics Overview

Questions

Enablers

Outcomes

Analytics?

WEEK 2 — Chapter 1

o Something new or just a new name for ...
A Simple Taxonomy of Analytics (proposed by INFORMS)
o Descriptive Analytics
o Predictive Analytics
o Prescriptive Analytics
Analytics or Data Science?

Descriptive

What happened?
What is happening?

* Business reporting
e Dashboards
e Scorecards
e Data warehousing

Well defined
business problems
and opportunities
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Business Analytics

Predictive

What will happen?
Why will it happen?

e Data mining
e Text mining
e Web/media mining
e Forecasting

Accurate projections
of the future states
and conditions

Introduction to Big Data Analytics

Big Data?
o Not just big!
o Volume
o Variety
o Velocity

Prescriptive

What should | do?
Why should | do it?

* Optimization

e Simulation

e Decision modeling
e Expert systems

Best possible
business decisions
and transactions

More of Big Data and related analytics tools and techniques are covered in Chapter 13.
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Foundations and Technologies for Decision Making

Groupthink

Evaluating what-if scenarios

Experimentation with a real system!

Changes in the decision-making environment may occur continuously
Time pressure on the decision maker

Analyzing a problem takes time/money

Insufficient or too much information
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Dissecting DSS into its main concepts 2>
Building successful DSS requires a thorough understanding of these concepts Deoion
At )l Leaalia & DSS ¢ 4 | Making
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‘ Support

Models and Data

A process of choosing among two or more alternative courses of action for the purpose of attaining
a goal(s)
Managerial decision making is synonymous with the entire management process - Simon (1977)
Example: Planning

o What should be done? When? Where? Why? How? By whom?
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Behavioral: anthropology, law, philosophy, political science, psychology, social psychology, and
sociology

Scientific: computer science, decision analysis, economics, engineering, the hard sciences (e.g.,
biology, chemistry, physics), management science/operations research, mathematics, and
statistics

Each discipline has its own set of assumptions and each contributes a unique, valid view of how
people make decisions
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Better decisions Szl il 5l 58
o Tradeoff: accuracy versus speed de ) Jilie 4Byl daidl o
Fast decision may be detrimental 13z gl AN (585 8
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Effectiveness = “goodness” “accuracy”
Efficiency 2 “speed” “less resources”
A fine balance is what is needed!

il

The manner by which decision makers think and react to problems
o perceive a problem
o cognitive response
o values and beliefs
When making decisions, people...
o follow different steps/sequence
o give different emphasis, time allotment, and priority to each step
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Personality temperament tests are often used to determine decision styles
There are many such tests
o Meyers/Briggs,
o True Colors (Birkman),
o Keirsey Temperament Theory, ...
Various tests measure somewhat different aspects of personality
o They cannot be equated!
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Decision-making styles
o Heuristic versus Analytic
o Autocratic versus Democratic
o Consultative (with individuals or groups)
A successful computerized system should fit the decision style and the decision situation
o Should be flexible and adaptable to different users (individuals vs. groups)
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Decision Makers
Small organizations
o Individuals
o Conflicting objectives
Medium-to-large organizations
o Groups

o Different styles, backgrounds, expectations
o Conflicting objectives
o Consensus is often difficult to reach
o Help: Computer support, GSS, ...
b_wral) ladaiall o
J\JQ‘Y\ o
4 Hlaia calaaf o
8wl ) Ao gial) il 3al)
QLC}A.AA‘ e}
Cilad g1 ¢ bl ¢ dalida Ll o
4 Hlaia calaaf o
£ 8 @855 ) el b maall e
..« GSS ¢ yiguSll acd Bl O
Phases of Decision-Making Process AN ada Lles Jal sa
Humans consciously or subconsciously follow | JSdu )2 pia dulas gaiiy Gysad ¥ ) oo s )
a systematic decision-making process (1977) s - phaia
- Simon (1977) SSA ]
1) Intelligence pranaill 2
2) Design ka3
3) Choice aanll 4
4) Implementation (S8 e e 3a) 4l 5

5) (?) Monitoring (a part of intelligence?)

Simon’s Decision-Making Process

Intelligence

Organization objectives

Search and scanning procedures
Data collection ifheieens,
Problem identification
Problem ownership
Problem classification
Problem statement

Simplification

Assumptions

Problem
Statement

Y
Design

Formulate a model
Set criteria for choice TR,
Search for alternatives

Predict and measure outcomes
Succes:/

Alternatives

Validation of the model

A4
Choice

Verification, testing of Solution to the model
proposed solution Sensilivity analysis
" Selection to the best (good) DT,
alternative(s)
Plan for implementation

J

Implementation [
of the solution

® Failure
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Intelligence Phase

Scan the environment, either intermittently or continuously

Identify problem situations or opportunities
Monitor the results of the implementation
Problem is the difference between what people desire (or expect) and what is actually occurring
o Symptom versus Problem
Timely identification of opportunities is as important as identification of problems
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Potential issues in data/information collection and estimation
o Lack of data

Cost of data collection

Inaccurate and/or imprecise data

Data estimation is often subjective

Data may be insecure

Key data may be qualitative

Data change over time (time-dependence)
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Problem Classification
o Classification of problems according to the degree of structuredness
Problem Decomposition
o Often solving the simpler subproblems may help in solving a complex problem.
o Information/data can improve the structuredness of a problem situation
Problem Ownership
Outcome of intelligence phase 2 A Formal Problem Statement
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Web and the Decision-Making Process

WEEK 2 — Chapter 2

TABLE 2.1 Simon’s Four Phases of Decision Making and the Web

Phase Web Impacts Impacts on the Web
Intelligence Access to information to identify Identification of opportunities for
problems and opportunities from e-commerce, Web infrastructure,
internal and external data sources hardware and software tools, etc.
Access to analytics methods to Intelligent agents, which reduce the
identify opportunities burden of information overload
Collaboration through group support ~ Smart search engines
systems (GSS) and knowledge
management systems (KMS)
Design Access to data, models, and solution  Brainstorming methods (e.g., GSS)
methods to collaborate in Web
Use of online analytical processing infrastructure design
(OLAP), data mining, and data Models and solutions of Web
warehouses infrastructure issues
Collaboration through GSS and KMS
Similar solutions available from KMS
Choice Access to methods to evaluate the Decision support system (DSS) tools,

Implementation

impacts of proposed solutions

Web-based collaboration tools (e.g.,
GSS) and KMS, which can assist in
implementing dedisions

which examine and establish criteria
from models to determine Web,
intranet, and extranet infrastructure
DSS tools, which determine how
to route messages
Decisions implemented on browser
and server design and access,
which ultimately determined how

to set up the various components
that have evolved into the Internet

Tools, which monitor the performance
of e-commerce and other sites,
including intranets, extranets, and
the Internet
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The Design Phase

Finding/developing and analyzing possible courses of actions

A model of the decision-making problem is constructed, tested, and validated
Modeling: conceptualizing a problem and abstracting it into a quantitative and/or qualitative
form (i.e., using symbols/variables)
o Abstraction: making assumptions for simplification
o Tradeoff (cost/benefit): more or less abstraction
o Modeling: both an art and a science
prasail) dla ya
Ladll Cile) ya¥) & e Jilaiy ol / alay)
dinia (pe (3aal) g o la) 5 ) ) MAS) AN 23 gai oL a1y
(< ial) /3 a0 plasialy (s1) oo 58 ol /5 onS S5 ) oy pat s Lo e puca el
Lpaill Glial i) gy 10230 o
Jil o ST oy e s (Bildl) / ABlSHl)) Aagliall o
aslally Gall e S tAakall) o

Selection of a Principle of Choice
o lItis a criterion that describes the acceptability of a solution approach
o Reflection of decision-making objective(s)
o Inamodel, itis the result variable
o Choosing and validating against
e High-risk versus low-risk
e  Optimize versus satisfice
o Criterion is not a constraint!
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Normative models (= optimization)
o the chosen alternative is demonstrably the best of all possible alternatives
o Assumptions of rational decision makers
e Humans are economic beings whose objective is to maximize the attainment of
goals
e For a decision-making situation, all alternative courses of action and
consequences are known
e Decision makers have an order or preference that enables them to rank the
desirability of all consequences
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Heuristic models (= sub-optimization)
o The chosen alternative is the best of only a subset of possible alternatives
o Often, it is not feasible to optimize realistic (size/complexity) problems
o Sub-optimization may also help relax unrealistic assumptions in models
o Help reach a good enough solution faster
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The Design Phase

Descriptive models
o Describe things as they are or as they are believed to be (mathematically based)
o They do not provide a solution but information that may lead to a solution
o Simulation - most common descriptive modeling method (mathematical depiction of
systems in a computer environment)
o Allows experimentation with the descriptive model of a system

da s il
(bl Y 0) Lot i LS S 2 LS oLt oy o
da g 38 ) il gladdl (K1 S pai Y b o
(5520l Ay 3 Al 1)y el (o s JSY) Aha gl) Andail A3y Jla - BlSaal) o
phall el gisall oo cu b a0
Good Enough, or Satisficing
“something less than the best”
A form of sub-optimization
Seeking to achieve a desired level of performance as opposed to the “best”
Benefit: time saving
Simon’s idea of bounded rationality

O O O O

Ll ¢ ALl 4 ey 2
) = Al Gl JKET e S5 o
"D (e Y oslladd) oY) (5 s Giiad ) adl o
Ch ) shg s o
33 gl Dl e o3 <&
Developing (Generating) Alternatives
o In optimization models (such as linear programming), the alternatives may be generated
automatically
o In most MSS situations, however, it is necessary to generate alternatives manually
o Use of GSS helps generate alternatives
Measuring/ranking the outcomes
o Using the principle of choice
Jiladl (Zll) o sk
Ul Jlaal) oLl o5 38 ¢ (Aladll daa ) Jia) sl 23l 3 o
L Jiladl 3l si (g5 5wl e «MSS Vs alana b e b gy ©
il eli) A GSS aladiul xeliy o
ol g i [ Ll
DAY faw iy o
Risk
o Lack of precise knowledge (uncertainty)
o Risk can be measured with probability
Scenario (what-if case)
o A statement of assumptions about the operating environment (variables) of a particular
system at a given time
o Possible scenarios: best, worst, most likely, average (and custom intervals)
)
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The Choice Phase
The actual decision and the commitment to follow a certain course of action are made here

The boundary between the design and choice is often unclear (partially overlapping phases)
o Generate alternatives while performing evaluations
Includes the search, evaluation, and recommendation of an appropriate solution to the model
Solving the model versus solving the problem!
LAY A
Uia Jeall (e Cpane et Ll ol Y1 el 1l Mas) o5,
(G 5 Alalaie Ja) o) daimly s (5SE Lo Gle SUEAY 5 apaatll (g 3 50a])
Olepdill ¢l ya) & Ll dlualg o
gasaill anliall Jadly dpa ill 5 apiill 5 Canll aualy
IS Ja vs zasadll da

Search approaches ) malia
o Analytic techniques (solving with a (Baall ae Jall) el cly@dll o
formula) (8shss 35ha Gl a)) Gyl all o

o Algorithms (step-by-step procedures) (Ll o e oSs) YN o

o Heuristics (rule of thumb) (B Flsde Gan) dsan o) (el Sy 0

o Blind search (truly random search)

Additional activities A bl Adadis
o Sensitivity analysis ulbaall Jidss - o
o  What-if analysis Allddss o

o Goal seeking cargdl e Gl

The Implementation Phase

“Nothing more difficult to carry out, nor more doubtful of success, nor more dangerous to handle, than
to initiate a new order of things.” - The Prince, Machiavelli 1500s
Solution to a problem = Change

Change management ?..
Implementation: putting a recommended solution to work
.*....“ 2‘_‘;)4
ngaLS;m‘ Yl - _";.@m.\;x.x;emc.lgwg(.\gcmda\d\gﬁjjki)ﬁsi‘ﬁ}sC\;’J\guﬂﬁ‘ﬁ}sal\gﬁﬁg.u.;.@;&‘}("
s1500
N..~ 9 wss:. n d;
LAY s
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Phase | e
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o > Imetigence ‘ Data Mining, OLAP
| ES,ERP
- " Pesion ‘ ESS, ES, SCM
) CRM, ERP, KVS \ DSS
") Management Science ES
- ‘ ANN
< > Choice -—
----------- | Implementation 4—;' ESS,ES CRM
| KMS, ERP ‘ SCM
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cont

Support for the Intelligence Phase

o Enabling continuous scanning of external and internal information sources to identify
problems and/or opportunities

o Resources/technologies: Web; ES, OLAP, data warehousing, data/text/Web mining,
EIS/Dashboards, KMS, GSS, GIS,...

o Business activity monitoring (BAM)

Business process management (BPM)

o Product life-cycle management (PLM)

O

SSA syl aed

Gl i/ 5 S apanil AT 5 A Al e sleall jsliaal jeiuall sl 0S8 o

Web; ES, OLAP, data warehousing, data/text/Web mining, EIS/Dashboards, <l /syl o
KMS, GSS, GIS,...

(BAM) soladll LaLiall 48] e o

(BPM) 4l cldeall 3,100 o

(PLM) el 3La 3505 )l o

Support for the Design Phase
o Enabling generating alternative courses of action, determining the criteria for choice
o Generating alternatives
e Structured/simple problems: standard and/or special models
e Unstructured/complex problems: human experts, ES, KMS, brainstorming/GSS,
OLAP, data/text mining
A good “criteria for choice” is critical!

?5“““‘33\ ZJ;)A acd
LAY e asy ¢ deall Aty Sl 15 08 o
dilall g o
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data/text mining
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Support for the Choice Phase
o Enabling selection of the best alternative given a complex constraint structure
o Use sensitivity analyses, what-if analyses, goal seeking
o Resources
= KMS
= CRM, ERP, and SCM
= Simulation and other descriptive models
Olaay) Als e acd
Siaall 2l S8 ¢ gm0 Jumd) il Ll o€a o
Gilaall e dadl ¢ 613k @ldad ¢ dpuluall cOlas aladiul o
sladl o
KMS o
SCM sERP sCRM
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Support for the Implementation Phase
o Enabling implementation/deployment of the selected solution to the system
o Decision communication, explanation and justification to reduce resistance to change
o Resources
= Corporate portals, Web 2.0/Wikis
= Brainstorming/GSS
= KMS, ES
Ll Ads e acd
?L.qu.\;.d\d;.\\)m/lpﬁd:&é o
el A slia (e aadl il g = il 5 ¢ AN dals 5l Juai¥) o
bae o
Web 2.0 / Wikis ¢ 4S&0l Jalae @
GSS / s Caasll o
ES <(KMS

DSS early definition: it is a system intended to support managerial decisions in semi-structured

and unstructured decision situations

DSS were meant to be adjuncts to decision makers 2 extending their capabilities

They are computer based and would operate interactively online, and preferably would have
graphical output capabilities

Nowadays, simplified via Web browsers and mobile devices

aliiall e g abiiall and )l ¥ 8 3 oY) @l )l acs ) Caagy allas 43) 1 S Ci 25 DSS
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12 l 3 |
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DSS Classifications

Communication-driven and group DSS

DSS

AIS SIGDSS Classification
1.
2. Data-driven DSS
3. Document-driven
4. Knowledge-driven DSS
5. Model-driven DSS

Often DSS is a hybrid of many classes

Other DSS Categories
Institutional and ad-hoc DSS
Custom-made systems versus ready-made systems

o

@)
@)
@)

Personal, group, and organizational support

WEEK 2 - Chapter 2

DSS il
AlS SIGDSS i
DSS e @b s oV¥lai¥lld 1
DSS ! saite il 2
DSS ) satiwe Bl 3
DSS ) satius 4d 2all 4
DSS ) ditws zigaill 5

Clihall (e paall e (b 8 DSS la¥) e 3 S

Individual support system versus group support system (GSS)...

Components of DSS

33l Adail vg Lavad de gicas il

.. (GSS) e sandll aes alhai vs (53 il acall olas

s AYI DSS wilid
daaidll s duensdl DSS

O O O O

Data: internal
and/or external

S
ERP / POS

———_——

——

Other computer-

based systems

Y

Internet, intranet,

extranet

;

Data

management

g

Model

<

~ External

management

models

Knowledge-based

subsystems
A
Web, etc.
A
User
interface
A
Y
Organizational Manager
Knowledgebase (user)
"
/&
=
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Components of DSS (cont.)

1. Data Management Subsystem

WEEK 2 - Chapter 2

o Includes the database that contains the data
o Database management system (DBMS)
o Can be connected to a data warehouse

2. Model Management Subsystem

o Model base management system (MBMS)

w

User Interface Subsystem
4. Knowledgebase Management Subsystem
o Organizational knowledge base

DSS Components: Data Management Subsystem

DSS <liga
= 8 bl 5l JUas 1
Sl Je (o gias Al Ukl saeld ealhy o
(DBMS) LLUL&Q\ .\c\}ﬁ SJ\J! ?L‘Ej o
bl ¢ 5a Shalie 0585 Of (S ©
C.\Lun 3)\.!\{! G&:)ﬁﬂ\ ?LL'\_'\S\ 2
(MBMS) 23 saill o) gl 55l i o
pddiuall dgal gl o il Jai 3
3 jaall 30y el JUaill 4
2:\4._.\1':.'\3}\ 3.5)&4!\ el o

DSS database
DBMS

Internal Data Sources

. Finance ” Marketing ” Production ” Personnel || Other
Data directory L
S
Query facility
External data Extraction Private personal
sources data
Organizational Deeision Corporate data
K support
nowledgebase el warehouse
Y
Query Database Interface
facility \ management management
Y system
v Retrieval 1 Model
v Inquiry management
v' Update
/ v Report
Data generation Knowledgebased
directory v Delete subsystem
DSS Components: Model Management Subsystem
Model base
M BMS Models (Model Base)
H v’ Strategic, tactical, operational
MOdellng Ianguage v’ Statistical, financial,
H marketing, management =
MOde' dIrECtory science, accounting, V D?::;zlry
Model execution, integration, and commangd enoinscing, stc.

processor

v Model building blocks

Model Base Management

Modeling commands: creation
Maintenance: update
Database interface

Modeling language

Model execution,
integration, and
command processor

A 4

NN S

¥ ) y
Data Interface Knowledgebased
management management subsystem

12
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DSS Components: User Interface Subsystem
< Interface
o Application interface
o User Interface (GUI?)
“+  DSS User Interface
o Portal
o Graphical icons
e Dashboard
o Color coding
“+ Interfacing with PDAs, cell phones, etc.

WEEK 2 — Chapter 2

o See Technology Insight 2.2 for next gen devices

Data management Knowledgebased Model
and DBMS subsystem and MBMS

User interface
management
system (UIMS)

Natural Language
Processor

Input Output

Action Display
languages || languages

Printers, plotters, ...

Users

i

addiueall dgal ol due Hil) dalaiy) — DSS ualic
el o
Guhilldgaly o
(Yo sas ) p2dusall dgal 5) ardidl dgals o
DSS padiue dgaly

Y o

el 550l o
sldllia,l e
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Data Warehousing

DW definition Characteristics of DW Data Marts
ODS, EDW, Metadata DW Framework DW Architecture & ETL Process
DW Development DW Issues

A physical repository where relational data are specially organized to provide enterprise-wide,
cleansed data in a standardized format

“The data warehouse is a collection of integrated, subject-oriented databases designed to
support DSS functions, where each unit of data is non-volatile and relevant to some moment in
time”

w‘-ﬁd&ﬁ:&mﬂ‘g}luécbwuh@ﬁﬁﬂ@aaﬂmw\Qh@\ﬁhé@;é&&;)\éﬁbu‘)u
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Mainframe computers
Simple data entry

Routine reporting

Primitive database structures
Teradata incorporated

Centralized data storage

Data warehousing was born

Inmon, Building the Data Warehouse
Kimball, The Data Warehouse Toolkit
EDW architecture design

Big Data analytics

Social media analytics

Text and Web Analytics
Hadoop, MapReduce, NoSQL
In-memory, in-database

SNENENENEN
SNENENENEN
SNENENENEN

— »——1970s——p——1980s——Pp——1990s——p———20005s———2010s

-

v" Mini/personal computers (PCs) v’ Exponentially growing data Web data
v’ Business applications for PCs v’ Consolidation of DW/BI industry
v’ Distributer DBMS v’ Data warehouse appliances emerged
v’ Relational DBMS v’ Business intelligence popularized
v’ Teradata ships commercial DBs v’ Data mining and predictive modeling
v’ Business Data Warehouse coined v Open source software
v’ Saa$, Paa$, Cloud Computing
1970s A0S yall i g01aSH 3 el
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2000s sl Ul (A el ) 35
DW / Bl delia 3h i
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(Software as a Service , Platform as a Service ) islaull 4uu sl (PaaS «SaaS
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NoSQL <Mapreduce <Hadoop
bl saclE d ¢ 3 SIAN 8

Subject oriented g a4l 4n 50
Integrated o o JA\S-‘A
Time-variant (time series) (el 2ol “"m)iim‘

. p e
Nonvolatile oasle
Summarized phic pe 5l ahe e
Not normalized Juda fll bl
Metadata saaaie [ 4 ¢ i Y1 4804 Sl Batiue
Web based, relational/multi-dimensional g ] il 8l o aolall ﬁ:
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A departmental small-scale “DW” that stores only limited/relevant data
Dependent data mart
o A subset that is created directly from a data warehouse
Independent data mart
O A small data warehouse designed for a strategic business unit or a department

Jadd ALall <l /53 gaaall ULl (A% o 0 “DW” (s s (Ao paall yra
saainall L) (§ g
Gl (33 (e B plie Laslii] o5 dpe i de 5aas O
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Operational data stores (ODS)
o Atype of database often used as an interim area for a data warehouse
Oper marts - an operational data mart.
Enterprise data warehouse (EDW)
o A data warehouse for the enterprise.
Metadata: Data about data.
o In adata warehouse, metadata describe the contents of a data warehouse and the
manner of its acquisition and use

(ODS) sl bl ¢ 3law

Gl & 3l 438 9o Adhaiel Ulle Aaddiiall bl 32eB e g 68 0
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bl J s ey dgia sl el
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A Generic DW Framework = <liball ¢ Al aladl Jagl)

No data marts option

Data Applications
[ Sources | (Visualization)
=
— @ Routine
ERP Business
ETL "
[ Process | % IRETEIITY
— /
/ @} Dataten
Data mart % mining
R (Engineering) "4
=
OLAP,
<> Iniegrate ) Dashboard,
S———— Web
o] Load
\
— 1
tv_ Custom built
m applications

DW Architecture
Three-tier architecture

o Data acquisition software (back-end)
o The data warehouse that contains the data & software
o Client (front-end) software that allows users to access and analyze data from the
warehouse
Two-tier architecture
First two tiers in three-tier architecture is combined into one
o .. sometimes there is only one tier?
alibal) & e 4y
Cldada GO (e Ay
(back-end) <l Je Jpasll mali p o
el clibadl Je (g ging ) ULl 380 o
Al e ety bl (A J gea gl Gpeadiiall mans Al (front-end) duesdl zabi o
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=l
3-tier @ Q ,
architecture 8
Ti;1: B Ti; 2: B Tia“’r 3
Client workstation Application server Database server

2-tier @ @ OB 1-tier
- e o Q > N8 Architecture
architecture \ 2
Ti;rﬂ: Tié;z:

Client workstation Application & database server
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Data Warehousing Architectures

Issues to consider when deciding which architecture to use:
Which database management system (DBMS) should be used?

o  Will parallel processing and/or partitioning be used?
o  Will data migration tools be used to load the data warehouse?
o What tools will be used to support data retrieval and analysis?

cbibal) ¢ jas Jsba

lgalatind o) all 4l 0a3 die Lgile ] ya cang 1 S
faalaiinl aaiy A (DBMS) cbbul) ac) 85 51y} allai 58 L
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A Web-Based DW Architecture

"3

Web pages

Application
Server

Client
(Web browser)

Internet/
Intranet/
Extranet

Alternative DW Architectures

(a) Independent Data Marts Architecture
—e =0 =
) End user
Source . | Staging Independent data marts e~
Systems 71 Area (atomic/summarized data) applications

(b) Data Mart Bus Architecture with Linked Dimensional Datamarts

—a =0 ——
. Dimensionalized data m End user
Source . | Staging

\
Y

> linked by conformed dimensions access and
Systems Area . : o
(atomic/summarized data) applications

(c) Hub and Spoke Architecture (Corporate Information Factory)

—® g

Source . | Staging Normalized relational Egge:zearn d
Systems 71 Area warehouse (atomic data) o
applications
¢ i [——
Dependent data marts
(summarized/some atomic data)
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Alternative DW Architectures (cont.)

(d) Centralized Data Warehouse Architecture %
—® U

WEEK 3 — Chapter 3

. Normalized relational End user
Source . | Staging o . o
> > warehouse (atomic/some - access and
Systems Area ) o
summarized data) applications

(e) Federated Architecture

[—
] —{ Data mapping / metadata }—

Existing data warehouses
Data marts and legacy systems

End user
»| Logical/physical integration of »| access and
common data elements applications

1. Each architecture has advantages and disadvantages! 2 <se 5 Ul e ld 40 (S

2.  Which architecture is the best? = ¢ Juaill . 45

Ten factors that potentially affect the architecture selection

Al s )8 e %0 Ll Jalaall (e Jalge e

decision

Information interdependence between organizational
units

Upper management’s information needs
Urgency of need for a data warehouse
Nature of end-user tasks

Constraints on resources

Strategic view of the data warehouse prior to
implementation

Compatibility with existing systems
Perceived ability of the in-house IT staff
Technical issues

Social/political factors
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Teradata Corp. DW Architecture
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ETL = Extract Transform Load
Data integration
o Integration that comprises three major processes: data access, data federation, and
change capture.
Enterprise application integration (EAI)
o Atechnology that provides a vehicle for pushing data from source systems into a data
warehouse
Enterprise information integration (Ell)
o An evolving tool space that promises real-time data integration from a variety of
sources, such as relational or multidimensional databases, Web services, etc.

O3y saill Jraad 2] 23wl = ETL

i) Jalss

sl Ll 5 ¢ bl alai) g ¢ il Y e gl gy e 06 e Jaidy o3 JalS o

(EAT) b gal) bl Jalss
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S—_——
Packaged Transient
application

<

[ ——
Data
/ warehouse

Legacy —>[ Extract ] [ Transform ] [ Cleanse ] [ Load ]
system

L

Data mart
Other internal
applications

ETL
Issues affecting the purchase of an ETL tool
o Data transformation tools are expensive
o Data transformation tools may have a long learning curve
Important criteria in selecting an ETL tool
Ability to read from and write to an unlimited number of data sources/architectures

o Automatic capturing and delivery of metadata
o A history of conforming to open standards
o An easy-to-use interface for the developer and the functional user

ETL i ¢l ,a Je jigs Ll il
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Data warehouse development approaches

o Inmon Model: EDW approach (top-down)

o Kimball Model: Data mart approach (bottom-up)

o Which model is best?
Table 3.3 provides a comparative analysis between EDW and Data Mart approach
One alternative is the hosted warehouse

Gl (53 5l g2 siue skl malie

(dinY Jef ) EDW ¢ :Inmon zise o

(el Jamd o) il & e 63 :Kimball g35e8 0
£ ady) sa TAsad éi o

Data Mart z¢2s EDW ¢ 00le dilas 3.3 Jsaall angy
Ol Caninee g aal s diy

Benefits: 1) gdl)
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o Requires minimal investment in infrastructure

o Frees up capacity on in-house systems ] )
gl @l s o

Ugiaa Jaub g dsa zin o
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o Frees up cash flow

o Makes powerful solutions affordable

o Enables solutions that provide for growth

o Offers better quality equipment and software EJ“i eVl s o
o Provides faster connections Qs b i

o .. more inthe book

Dimensional Modeling

o Aretrieval-based system that supports high-volume query access
Star schema

o The most commonly used and the simplest style of dimensional modeling

o Contain a fact table surrounded by and connected to several dimension tables
Snowflakes schema

o An extension of star schema where the diagram resembles a snowflake in shape
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Multidimensionality

WEEK 3 — Chapter 3

The ability to organize, present, and analyze data by several dimensions, such as sales by region,

by product, by salesperson, and by time (four dimensions)

Multidimensional presentation

o Dimensions: products, salespeople, market segments, business units, geographical

locations, distribution channels, country, or industry

o Measures: money, sales volume, head count, inventory profit, actual versus forecast

o Time: daily, weekly, monthly, quarterly, or yearly
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Star Vs Snowflake Schema

Dimension
TIME

oo
-

Dimension
PEOPLE

[ovson |

Analysis of Data in DW 2> i) ¢ B clibyd) Julas

Star Schema

Dimension
PRODUCT

Brand

Dimension
MONTH

Dimension
DATE

(oo |
T

Fact Table
SALES

Dimension

QUARTER
B [ | aeme | Fact Table
T ]
— T esos |
CEOGRAPHY I
Moo |
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OLTP vs. OLAP...

Snowflake Schema

Dimension
BRAND

Dimension
PRODUCT

oraten |
-

Dimension
CATEGORY

[T csoon |
T ]

Dimension
STORE

(oo |
N

Dimension
LOCATION

NEZEN
T

o OLTP (online transaction processing) (oY) e G3laleall Aalles) OLTP
e Capturing and storing data from ERP, CRM, .. « POS «CRM ¢ERP (o ulilall cppjaig Lalall o
POS, ... T g )l aleall el o ot ) 58 il Cualy
e The main focus is on efficiency of routine
tasks
o OLAP (Online analytical processing) (<oiY) pe Ll dsllas) OLAP
e Converting data into information for decision DA aeal e slae () il Jy g3
support e ais Any b ¢ oSl /i) 5 ¢ ULl ilesi
b - . .
° ata cubes, drill-down / rollup, slice & dice, . i
e Requesting ad hoc reports la e 5 Ailas) Ol ¢ o)
e Conducting statistical and other analyses saaaial)l Ll sl e A3l claalail) ) sas
e Developing multimedia-based applications.
'
A
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(cont.)

TABLE 3.5 A Comparison Between OLTP and OLAP

WEEK 3 — Chapter 3

Criteria

OLTP

OLAP

Purpose

Data source

Reporting

Resource

To carry out day-to-day business functions

Transaction database (a normalized data
repository primarily focused on efficiency
and consistency)

Routine, periodic, narrowly focused reports

Ordinary relational databases

requirements

Execution speed

Fast (recording of business transactions
and routine reports)

To support decision making and provide answers
to business and management queries

Data warehouse or data mart (a nonnormalized
data repository primarily focused on accuracy
and completeness)

Ad hoc, multidimensional, broadly focused
reports and queries

Multiprocessor, large-capacity, specialized
databases

Slow (resource intensive, complex, large-scale
queries)

sa il Laa sl Jandl algay alidll 3V 5 Jlae Y1 Ol jludin clla) a5 ) A aia ac
Ul juaa & S bl Ul () i) el by sae | galadl e i) ¢ a3 50) ULl G s 5l il ¢ 3
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A 3-dimensional
OLAP cube with
slicing

operations

Slice - a subset of a multidimensional array
Dice - a slice on more than two dimensions

Drill Down/Up - navigating among levels of data ranging from the most summarized (up) to the

most detailed (down)

Roll Up - computing all of the data relationships for one or more dimensions
Pivot - used to change the dimensional orientation of a report or an ad hoc query-page display

A Baaetie A8 ghia (e due jd Ao gama - Aag

Ony e ST e dag p5 - 0
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Sales volumes of
specific Product
n variable Time
nd Region

®»ow

Product

Cells are filled
with numbers
representing
sales volumes

R

Sales volumes of
a specific Region
on variable Time
and Products

Geography

Sales volumes of

a specific Time on

variable Region

and Products
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Slicing Operations on a Simple Tree-Dimensional
Data Cube
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Multidimensional OLAP (MOLAP)
o OLAP implemented via a specialized multidimensional database (or data store) that
summarizes transactions into multidimensional views ahead of time
Relational OLAP (ROLAP)
o The implementation of an OLAP database on top of an existing relational database
Database OLAP and Web OLAP (DOLAP and WOLAP); Desktop OLAP,...

(MOLAP) au¥) snisa OLAP

saaia Ll Clga g (8 OOlebadl) (adli (Glly ¢ 3 sl) daadie dlagl) Baseie Clily 3228 e OLAP 245 o
Sae iy Al

(ROLAP) 4l OLAP

3392 g da@idle lily sacld lef QLAP clily sacld il o

OLAP &4l zlas s ( DOLAPs WOLAP ) OLAP 4Si 5 OLAP <y 328

Identification of data sources and governance aSall g bl jabias yaa
Data quality planning, data model design L) 73 5a apanad ¢ GlL 83 5o Jaglads
ETL tool selection ETL sla) laal

Establishment of service-level agreements i) (5 siuue B £L)

Data transport, data conversion Sl dysad ¢ liball Jas

e . Aallad) Al
Reconciliation process i
Al addiieddl aca
End-user support el e =
dulpn JSULL

Political issues

Things to Avoid
Starting with the wrong sponsorship chain
Setting expectations that you cannot meet
Engaging in politically naive behavior
Loading the data warehouse with information just because it is available
Believing that data warehousing database design is the same as transactional database design
Choosing a data warehouse manager who is technology oriented rather than user oriented

Ahlal dle I Alule o Tey
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S lalrall iy Bac 8 aranad (udi s bl o A0 Clily Bac ananad Gl Aliie V)
pasiuaall (o Yy Lis ol Sl a ge (5% (o3 Ll g3 gine e L3S

il




Decision Support Systems — IT 445

WEEK 3 — Chapter 3

Lack of executive sponsorship
Unclear business objectives
Cultural issues being ignored

BB e 3m s e
Lelalas o3 A1 Lol

o Change management oY Lesd o
Unrealistic expectations Aadly e el
33 ghiall e glaall / ULl Aimiiie 53 52

la il 55 3 jaal Ll Jans

Inappropriate architecture
Low data quality / missing information
Loading data just because it is available

Scalability

o The main issues pertaining to scalability:
e The amount of data in the warehouse
e How quickly the warehouse is expected to grow
e The number of concurrent users
e The complexity of user queries

o Good scalability means that queries and other data-access functions will grow linearly

with the size of the warehouse

a5l 446
sl AQllsy Aalatial) s )l Ll o
Ol 4 Ul LS o
Ol saide jusnle o
Oal yiall cpeadiiuall 22e @
painall Cledlainl 2ias @
Ol aaa aa ad 5 sati Co g 5 AV bl ) e sl il g ladain) o aad) asill A6 w3 o

Enabling real-time data updates for real-time analysis and real-time decision making is growing
rapidly
o Push vs. Pull (of data)
Concerns about real-time BI
Not all data should be updated continuously

o Mismatch of reports generated minutes apart
o May be cost prohibitive
o May also be infeasible
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aiane (S8 UL en it S Y 0
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Enterprise Decision Evolution and Data Warehousing

Real-Time/Active DW at Teradata

Traditional versus Active DW

SAS

WHAT IS
happening now?

PREDICTING
WHAT WILL

Continuous

ANALYZING
WHY
did it happen?

REPORTING Update and Time-
WHAT sensitive Queries
happened? Analytical Become
Modeling Important
Grows
Increase in
Ad Hoc
Analysis
Primarily
Batch and
Some Ad Hoc
Reports

Active Access
Front-Line operational
decisions or services
supported by near-real-
time (NRT) access; Service
Level Agreements of 5
seconds or less

Integrate
nce

Active Load

Intra-day data acquisition;
Mini-batch to NRT trickle
data feeds measured in
minutes or seconds

Active Events
Proactive monitoring of
business activity initiating
intelligent actions based on
rules and context; to sys-
tems or users supporting an
operational business process

7 NN

tomers Suppliers _Executive _Product  Marketing

baehs'a™ =

Traditional Data Warehouse
Environment

Active Data Warehouse Environment

Strategic decisions only
Results sometimes hard to measure

Daily, weekly, monthly data currency
acceptable; summaries often appropriate

Moderate user concurrency

Highly restrictive reporting used to confirm
or check existing processes and patterns;
often uses predeveloped summary tables or
data marts

Power users, knowledge workers, internal
users

Strategic and tactical decisions
Results measured with operations

Only comprehensive detailed data available
within minutes is acceptable

High number (1,000 or more) of users accessing
and querying the system simultaneously

Flexible ad hoc reporting, as well as
machine-assisted modeling (e.g., data
mining) to discover new hypotheses and
relationships

Operational staffs, call centers, external users

ACTIVATING
MAKE it happen!

Event-Based
Triggering Takes Hold

W Batch
M Ad Hoc
M Analytics
Continuous Update/Short Queries
M Event-Based Triggering

Active Workload
Management
Dynamically manage
system resources for
optimum performance
and resource utilization
supporting a mixed-
workload environment

Active Enterprise
Integration
Integration into the
Enterprise Architecture
for delivery of intelligent
decisioning services

Active Availability
Business Continuity to
support the requirements

of the business (up to 7X24)
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Data warehouse administrator (DWA)
o DWA should...
e have the knowledge of high-performance software, hardware and networking
technologies
e possess solid business knowledge and insight
e be familiar with the decision-making processes so as to suitably design/maintain
the data warehouse structure
e possess excellent communications skills
Security and privacy is a pressing issue in DW
o Safeguarding the most valuable assets
o Government regulations (HIPAA, etc.)
o Must be explicitly planned and executed

Y s DW 5,14
(DWA) clilll g2 gisa e
DWA ...« o

Gl 58 jea) ligig ¢ oY) Alle Cliaa b 3d yae e Jgmall
Aphad g Al ) 4 jlai b pee cllici o
Canslia JSy ULl 3 ginse JSi Alia [ apana oy s ) Al s Sl )0 e 15355 0F @
3 Jliee VLl O jlga cllii @
DW (b dale U5 dia suadll 5 )
iad Y Jea¥l s o
(& < HIPAA) 4 sSall il o
e IS ladudii 5 Lehaphads oyl sy 0

Sourcing...
o Web, social media, and Big Data
o Open source software
o SaaS (software as a service)
o Cloud computing
Infrastructure...
o Columnar

o Real-time DW
o Data warehouse appliances
o Data management practices/technologies
o In-database & In-memory processing New DBMS
o Advanced analytics
e 2las
Lednal) byl s Lelaia¥) biluglls cull o
svadl 7 it i o
(AeaS zali ) SaaS o
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DW igall cigll 3 o Gime o
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Business Reporting, Visual Analytics, and Business Performance Management

Business Reporting Definitions and Concepts
Report = Information = Decision
Report?
o Any communication artifact prepared to convey specific information
A report can fulfill many functions
o To ensure proper departmental functioning
To provide information
To provide the results of an analysis
To persuade others to act
To create an organizational memory...

O O O O
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What is a Business Report?

A written document that contains information regarding business matters.

Purpose: to improve managerial decisions

Source: data from inside and outside the organization (via the use of ETL)

Format: text + tables + graphs/charts

Distribution: in-print, email, portal/intranet

Data acquisition = Information generation = Decision making = Process management
Slas ) )85 o La
Aplat <l hal el - 2 d)

< (ETL) phasin) e dalaiall = jla 5 Jah (e cilily 1 sl

Business Functions

- Gllalade /&by o gy + Jslas + el 1l
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Decision
Maker

Repositories —
R " Information
(reporting)

Key to Any Successful Report
Clarity ... Brevity ... Completeness ... Correctness ...
Report types (in terms of content and format)
o Informal —a single letter or a memo
o Formal —10-100 pages; cover + summary + text
o Short report — periodic, informative, investigative
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Metric Management Reports
o Help manage business performance through metrics (SLAs for externals; KPIs for
internals) (SLA = Service-level Agreement ), ( KPL = Key Performance Indicator)
o Can be used as part of Six Sigma and/or TQM
Dashboard-Type Reports
o Graphical presentation of several performance indicators in a single page using
dials/gauges
Balanced Scorecard-Type Reports
o Include financial, customer, business process, and learning & growth indicators

u»L\SAS\ 3)\)] ﬁ)&
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Common characteristics
o OLTP (online transaction processing)
e ERP, POS, SCM, RFID, Sensors, Web, ...
o Data supply (volume, variety, velocity, ...)

o ETL O Data storage O Business logic
o Publication medium O Assurance
38 jidall (atliadl)
(i yBY) pe @bl isllea ) OLTP o
...\Web Sensors (RFID «<SCM POS <ERP o

(___sa.t:)uj\ct}ﬂ\se;;“) QULHX\ L9 ¥ O
Jee¥) Gl o allall 5% 0 ETL o
WS 0 sl by o

“The use of visual representations to explore, make sense of, and communicate data.”

Data visualization vs. Information visualization

Information = aggregation, summarization, and contextualization of data
Related to information graphics, scientific visualization, and statistical graphics
Often includes charts, graphs, illustrations, ...
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Data visualization can date back to the second century AD

Most developments have occurred in the last two and a half centuries
Until recently it was not recognized as a discipline

Today’s most popular visual forms date back a few centuries

(sl S ¢yl ) Ul (= e gl e Of S
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William Playfair is widely credited as the inventor of the modern chart, having created the first line and

pie charts.
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Exports and Imports 10 and from DENMARK S NORWAY from yoo 10 1760

FAVOUR. o |
ENGLAND.

1900s — ;
o more formal attitude toward visualization ‘ M
o focus on color, value scales, and labeling o
o Publication of the book Semiologie Graphique

2000s -
o Emergence of Internet as the medium for information visualization = raising visual
literacy
o Incorporate interaction, animation, 3D graphics-rendering, virtual worlds, real-time data
feed

2010s and beyond —?

- 1900

Dl olat dpansy STl 5l aige o

Gladall pua 55 dail) Ganliay sl e 38 01 o

Semiologie Graphique S »& o

s -2000
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Which one to use? Where and when?

WEEK 4 — Chapter 4

Basic Charts and Graphs

Specialized Charts and Graphs

Line Chart o Histogram
o Bar Chart o Gantt Chart
o Pie Chart © PERT Char.t
o Geographic Map
o Scatter Plot o Bullet Graph
o Bubble Chart o Heat Map / Tree Map
o Highlight Table

Magic Quadrant for Business Intelligence and Analytics Platforms (Source: Gartner.com)
o Many data visualization companies are in the 4" guadrant
o Thereis a move toward visualization

Jlee ¥ 185 5 3l Gilatad () <5 Magic Quadrant
&N @l S5 il ) gead IS il (e LIS o
J}..aﬂ\ geY Lﬂ):ﬁ dba o

Emergence of new companies = sxaa ilS i slis — st
o Tableau, Spotfire, QlikView, ... s =

Increased focus by the big players = LS cplicall Jid o0 38 53l 8L )
o MicroStrategy improved Visual Insight

Tablegu Software Microsoft

QlikTech

Actuate

IBM launched Cognos Insight
Oracle acquired Endeca

Bi
Boar: %?ernational
Panorama Software

o SAP launched Visual Intelligence Oracle, @ 1BM
. . MicroStrategy
o SAS launched Visual Analytics LoghhL Tibco Spotiire
. . . . - Information Builders
o Microsoft bolstered PowerPivot with Power View st SAP
Prognoz
O
O

Alteryx

Jas enstgfttw Salient Management Company
Targit GoodData
arcplan
A recently coined term \ J
niche players visionaries

| ability to execute

o Information visualization + predictive analytics
Information visualization

o Descriptive, backward focused

o “what happened” “what is happening”
Predictive analytics

o Predictive, future focused

o “what will happen” “why will it happen”
There is a strong move toward visual analytics

— 1 completeness of vision ———p»
As of February 2013
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SAS Visual Analytics Architecture
Big data + In memory + Massively parallel processing + ..

@)

WEEK 4 — Chapter 4

g pamd) 3IaT SAS Al
o S S e dadlea 4 5811 B 4 5 il

Data Builder

Join data from
multiple sources
Create calculated

Administrator

o Monitor SAS

LASR

o Analytic Server

Explorer

o Perform ad hoc
analysis and data

discovery

Designer

o Create
dashboard style
reports for web

Mobile BI

Native iso and
android
applications that

and derived o Load/unload o Apply advanced or mobile deliver interactive
columns data analytics reports
Load data o Manage security
ULl ¢ Gie el CaiSiuall POV Mobile Bl
Geclibdlly, o SAS il o | pamiaddaiclnl o Lo sl o sios clinks o
saxaia Hilias LASR Analytic bl Gl ila slaall A ) 119 android
Augyesaeioli)l o Server el Guki o aled) 5l sl le sy )85 a8 )
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Gl o

Performance dashboards are commonly used in BPM software suites and Bl platforms
Dashboards provide visual displays of important information that is consolidated and arranged on a
single screen so that information can be digested at a single glance and easily drilled in and further

explored

Bl dakail s BPM geol il sama 8 ol (S8 ¢ 0¥ cilily cils 5l aladial o5
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Dashboard design

o The fundamental challenge of dashboard design is to display all the required information
on a single screen, clearly and without distraction, in a manner that can be assimilated

quickly

Three layer of information

o Monitoring
o Analysis

o Management

What to look for in a dashboard
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o Use of visual components to highlight data and exceptions that require action.
o Transparent to the user, meaning that they require minimal training and are extremely

easy to use

o Combine data from a variety of systems into a single, summarized, unified view of the

business

o Enable drill-down or drill-through to underlying data sources or reports

O

Present a dynamic, real-world view with timely data
o Require little coding to implement/deploy/maintain
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Benchmark KPIs with Industry Standards

Wrap the Metrics with Contextual Metadata
Validate the Design by a Usability Specialist
Prioritize and Rank Alerts and Exceptions

Enrich Dashboard with Business-User Comments
Present Information in Three Different Levels
Pick the Right Visual Constructs

Provide for Guided Analytics
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Business Performance Management (BPM) is...
o Areal-time system that alerts managers to potential opportunities, impending problems
and threats, and then empowers them to react through models and collaboration.
Also called corporate performance management (CPM by Gartner Group), enterprise
performance management (EPM by Oracle), strategic enterprise management (SEM by SAP)

oo & (BPM) Juas¥) 5131 3 )
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BPM refers to the business processes, methodologies, metrics, and technologies used by
enterprises to measure, monitor, and manage business performance.
BPM encompasses three key components
o Asetof integrated, closed-loop management and analytic processes, supported by
technology ...
o Tools for businesses to define strategic goals and then measure/manage performance
against them
o Methods and tools for monitoring key performance indicators (KPls), linked to
organizational strategy
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STRATEGY

A Closed-Loop Process to Optimize Business Performance
Process Steps = Aileall il slad
1. Strategize > Al yiul pag
2. Plan > 4ha
3. Monitor/analyze = Juls3 [/ 4 e
4. Act/adjust > Jaadll [ G pall
Each with its own process steps > 4 dalall Llaall @l shi ae 2aly JS

Strategize: Where Do We Want to Go?

Strategic planning

o Common tasks for the strategic planning process:

Conduct a current situation analysis
Determine the planning horizon
Conduct an environment scan
Identify critical success factors
Complete a gap analysis
Create a strategic vision
Develop a business strategy
Identify strategic objectives and goals

©No Uk wWwNRE

Sl i ol el il audg
(> yin) Jaghass
1) i) Jaladil) Aleal dailid) algall o
Jaaddl) (380 aan
Ll pand ) ana ¢ ja)
Laslall Ll Jal g 2y0a
3 gadll Jalas JLaS|
Ll i) 43 sl
Jard) Lasl il shas

Calaayl s Fadl iuY) Ale aaas

[ JENI IS INEIUN VRN

Plan: How Do We Get There?
Operational planning
o Operational plan: plan that translates an organization’s strategic objectives and goals
into a set of well-defined tactics and initiatives, resources requirements, and expected
results for some future time period (usually a year).
Operational planning can be
o Tactic-centric (operationally focused)
o Budget-centric plan (financially focused)

flia ) Juad (i ;ddadl)
ohaall Tl
AT (pa e sama o) Lo daliial dunt) Jin) Calaadl) 5 LN a5 3 Akadll : dbaddl) Sl dledi dkall o
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(Al Aalil) e S ) il e K50 o
(Ble 38 8) 4l uall Jon psaaiidhad o

Monitor/Analyze: How Are We Doing?
A comprehensive framework for monitoring performance should address two key issues:
Oty Oinad 1Y) a1 Jald ) J gl of s

o  What to monitor? = <8l s 13
e  Critical success factors = deulall #laill Jal e
e Strategic goals and targets = &gl iuY) clle 5 Cilal
[ ]

o How to monitor? = il yi cas

" |
a v
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Success (or mere survival) depends on new projects: creating new products, entering new
markets, acquiring new customers (or businesses), or streamlining some process.
Many new projects and ventures fail!
What is the chance of failure?
o 60% of Hollywood movies fail
o 70% of large IT projects fail, ...

S5l) 23n e Gl ¢ suaa sl J5a0 ¢ Buaa clatie Gl Baaal) ajlad) e () 3 e ) Zladl) aaiay
bleall (any Tasadi ) ¢ (Sl
1) Q\)A\i.d\j '&.\gd.;“ @)Lﬁml\ e .\;m:d\
Sl da b o L
Jadiagalen o2l (760 o
cen ¢ Qi (5 Sl Ol laall L 1 55 1 e 0 270 ©

Performance measurement system
A system that assists managers in tracking the implementations of business strategy by
comparing actual results against strategic goals and objectives
o Comprises systematic comparative methods that indicate progress (or lack thereof)
against goals

)1 (uld s
Laagl i) Glle 5 calaa ) Jilie dladl) i) 45 jlae DA e Jead) danil yin) 285 4 8 0 paall 2ol alas
Gl Y Jilie (dese i) pasill ) 5l dalatie 45 jlie cudlid ety o

Key performance indicator (KPI)
A KPI represents a strategic objective and metrics that measure performance against a goal
Distinguishing features of KPls

o Strategy O Encodings
o Targets o Time frames
o Ranges O Benchmarks

(KPI) (i) $13Y) jdi3a
Goan Jilie oY) bl Gulie s Gas) i) B i 1 ooV yise iy
KPls (e &l e

Sl 0 Gl o
:ﬂ:u.q‘)l\ C_:\‘)LL\).(\ (@) alaaf o)
el o clils o

Key performance indicator (KBI) = sisll s)¥) jdisa

Outcome KPIs = 4axn Vs. Driver KPIs = Jaxiw
(lagging indicators e.g., revenues) (leading indicators e.g., sales leads)
(<ol ¥ Jie s_alie <l ydi5a) (laaal) ¢ JUall G Ao ¢ 3200 1) <y gall)

Operational areas covered by driver KPls =2 Jain lahaiy Sl 4lszall gllidl KPls
o Customer performance = Jaesdl ¢l
o Service performance = sl ¢l
o Sales operations 2 lanall Clilac
o Sales plan/forecast > <lad gl / Cilayall 2ad

il
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Performance Measurement System
Balanced Scorecard (BSC)

o A performance measurement and management methodology that helps translate an
organization’s financial, customer, internal process, and learning and growth objectives
and targets into a set of actionable initiatives

"The Balanced Scorecard: Measures That Drive Performance”

£12Y) Ll allad
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Six Sigma as a Performance Measurement System
Six Sigma
o A performance management methodology aimed at reducing the number of defects in a
business process to as close to zero defects per million opportunities (DPMO) as possible
Had Gale JS e gl (e o Le () Al illeall 8 Ggaal) 3o JE5 ) Caagd oY1 3 0Y dmgia o
OlS<Y) )3 ( DPMO)

The DMAIC performance model
o A closed-loop business improvement model that encompasses the steps of defining,
measuring, analyzing, improving, and controlling a process
Llae 48 pa5 Gpueniy dalady (el 5 a3 ol shd Jady dilee dils 8 JleeY) Gpuni 503 o
Lean Six Sigma
o Lean manufacturing / lean production
o Lean production versus six sigma?
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Comparison of Balanced Scorecard and Six Sigma = 5 OJ)giadl 1Y) 48Uay ¢y 45 ,ls Six Sigma

TABLE 4.1 Comparison of Balanced Scorecard and Six Sigma

Balanced Scorecard

Six Sigma

Strategic management system

Relates to the longer-term view of the
business

Designed to develop balanced set of
measures

Identifies measurements around vision
and values

Critical management processes are to
clarify vision/strategy, communicate,
plan, set targets, align strategic
initiatives, and enhance feedback

Balances customer and internal
operations without a clearly defined
leadership role

Performance measurement system

Provides snapshot of business’s performance and
identifies measures that drive performance
toward profitability

Designed to identify a set of measurements that
impact profitability

Establishes accountability for leadership for wellness
and profitability

Includes all business processes—management
and operational

Balances management and employees’ roles;
balances costs and revenue of heavy processes

O sial) ooy Aday

Six Sigma
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Data Mining

More intense competition at the global scale.

Recognition of the value in data sources.

Availability of quality data on customers, vendors, transactions, Web, etc.

Consolidation and integration of data repositories into data warehouses.

The exponential increase in data processing and storage capabilities; and decrease in cost.
Movement toward conversion of information resources into nonphysical form.

ceallall (5 sl e saa 53T ddlia

bl jalas b degdll e oyl

Sl D La s e sl s dlalaall 5 anilll 5 e Sl e 50 sl lle by i1
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The nontrivial process of identifying valid, novel, potentially useful, and ultimately
understandable patterns in data stored in structured databases. - Fayyad et al., (1996)
Keywords in this definition: Process, nontrivial, valid, novel, potentially useful, understandable.
Data mining: a misnomer?

Other names: knowledge extraction, pattern analysis, knowledge discovery, information
harvesting, pattern searching, data dredging,...

o) 8 A8 A bl 8 calaall Ailed A A seda s ¢ Bba (555 8 ¢ Bada Jalls balail paatl gy e Alac
Fayyad et al., (1996) - Aakaiall <UL
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Source of data for DM is often a consolidated data warehouse (not always!).

DM environment is usually a client-server or a Web-based information systems architecture.
Data is the most critical ingredient for DM which may include soft/unstructured data.

The miner is often an end user

Striking it rich requires creative thinking

Data mining tools’ capabilities and ease of use are essential (Web, Parallel processing, etc.)

(N0 Gad) ede Clily g o 5iue 98 ( Data Mining ) DM J &bl Haas
LY ASE e e slaall alai dgiy sl Jaanll pd& Bale & DM 4w
Aabiie ye /Al ) Ads Uil et B s DM J Al S8V paiall o calilall
DGl Lot sl Jele o sS L Lile

=) Sl by e Lde J seaall
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Data: a collection of facts usually obtained as the result of experiences, observations, or
experiments.

Data may consist of numbers, words, images, ...

Data: lowest level of abstraction (from which information and knowledge are derived).
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Unstructured or
Structured Semi-Structured

' ! '

‘ HTML/XML ‘

Categorical Numerical Textual ‘ ‘ Multimedia

Nominal Ordinal Interval Ratio

DM extract patterns from data

o Pattern? A mathematical (numeric and/or symbolic) relationship among data items
Types of patterns

o Association

o Prediction

o Cluster (segmentation)

o Sequential (or time series) relationships

Ll e DM g il Ll
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Data Mining

Prediction

Association

T

Clustering

Learning Method | Popular Algorithms

Classification and Regression Trees,

Supervised ANN, SVM, Genetic Algorithms
ey 8 Decision trees, ANN/MLP, SVM, Rough
Classification Supervised " .
sets, Genetic Algorithms
Regression Supervised Linear/Nonlinear Regression, Regression

trees, ANN/MLP, SVM

Unsupervised Apriory, OneR, ZeroR, Eclat

Link analysis Unsupervised Expectation Maximization, Apriory
Algorithm, Graph-based Matching

Sequence analysis Unsupervised Apriory Algorithm, FP-Growth technique

Unsupervised K-means, ANN/SOM

Outlier analysis Unsupervised K-means, Expectation Maximization (EM)

Time-series forecasting

o Part of sequence or link analysis?

Visualization

o Another data mining task?

Types of DM

o Hypothesis-driven data mining
o Discovery-driven data mining

Customer Relationship Management

o Maximize return on marketing campaigns
o Improve customer retention (churn analysis)
o Maximize customer value (cross-, up-selling)
o Identify and treat most valued customers

Banking & Other Financial

o Automate the loan application process

o Detecting fraudulent transactions

o Maximize customer value (cross-, up-selling)
o Optimizing cash reserves with forecasting

WEEK 5 — Chapter 5
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Retailing and Logistics > (il 5 Jaghadsll ) At 5l hlaadd) 5 45 jailly andll
o Optimize inventory levels at different locations = 4alida a8 sa (8 (55 3all Db slue (ppuad
o Improve the store layout and sales promotions = s yill (a5 el 5 jalicl) Jaads aas

o Optimize logistics by predicting seasonal effects > <l bl sl 3y )k e A sl (s

Lo sall

o Minimize losses due to limited shelf life = &adtall sae 40 ganal Tl ileal) Jls
Manufacturing and Maintenance > alpall 5 gyiaill

o Predict/prevent machinery failures

o Identify anomalies in production systems to optimize the use manufacturing capacity

o Discover novel patterns to improve product quality
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Brokerage and Securities Trading
o Predict changes on certain bond prices
o Forecast the direction of stock fluctuations
o Assess the effect of events on market movements
o Identify and prevent fraudulent activities in trading
Insurance
o Forecast claim costs for better business planning
o Determine optimal rate plans
o Optimize marketing to specific customers
o ldentify and prevent fraudulent claim activities
ALl 31 091 5 Al 1) J gl
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Computer hardware and software
Science and engineering

Government and defense

Homeland security and law enforcement
Travel industry

O O O O O O O O O °O

Healthcare . . -
Medicine } Increasingly more popular application areas for data mining
Entertainment industry
Sports
Etc.
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gy aslall o
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A manifestation of best practices > Gl jlaall Juadl jallae o jedae
A systematic way to conduct DM projects & bl e il o jlia o) 2y dalaia 48,k
Different groups has different versions = adlisas &l jlaa) Lgal Adlisall cile ganall
Most common standard processes:
o CRISP-DM (Cross-Industry Standard Process for Data Mining)
o SEMMA (Sample, Explore, Modify, Model, and Assess)
o KDD (Knowledge Discovery in Databases)
e i Y Al clleall
(Ul ge atldeliall e 48 dlee) CRISP-DM ©
(P ¢« Zagad ¢ Jpaad ¢ GLISIL) ¢ 4e) SEMMA o
(Ul 2l @ 348 e GLESI ) KDD o
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Data Mining Process

WEEK 5 — Chapter 5

CRISP-DM

My own

SEMMA

KDD Process

My organization's
None

Domain-specific methodology

Other methodology (not domain specific)

70

Data Mining Process: CRISP-DM

[]

2]
| Business Data

Understanding Understanding

N @

Data
Preparation
Data Sources ﬁ ‘
Deployment lT
Model
| Building

Testing and
Evaluation

Data Preparation — A Critical DM Task

: Real-world

Data

Collect data
Select data
Integrate data

Data Consolidation

.

Data Cleaning

.

Data Transformation

— I

Data Reduction

Impute missing values
Reduce noise in data
Eliminate inconsistencies

Normalize data
Discretize/aggregate data
Construct new attributes

Reduce number of variables
Reduce number of cases
Balance skewed data

>
———

Well-formed
Data

Step 1: Business Understanding
Step 2: Data Understanding Accounts for
Step 3: Data Preparation (!) NSS% of 'totaI
Step 4: Model Building project time
Step 5: Testing and Evaluation
Step 6: Deployment
The process is highly repetitive and experimental
(DM: art versus science?)
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Data Mining Process: SEMMA

Sample
(Generate a representative
sample of the data)

Assess
(Evaluate the accuracy and
usefulness of the models)

Explore
(Visualization and basic
description of the data)

Model Modify
(Use variety of statistical and (Select variables, transform
machine leaming models ) variable representations)
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Predicted Class

Most frequently used DM method

Part of the machine-learning family

Employ supervised learning

Learn from past data, classify new data

The output variable is categorical (nominal or ordinal) in nature
Classification versus regression?

Classification versus clustering?
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Predictive accuracy
o Hitrate
Speed
o Model building; predicting
Robustness
Scalability
Interpretability
o Transparency, explainability
EFE
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In classification problems, the primary source for accuracy estimation is the confusion matrix
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True Class

WEEK 5 — Chapter 5

TP+TN
e - Accuracy =
Positive Negative TP+TN +FP+FN
o True Positive Rate = L
> True False TP+ FN
=1 Positive Positive - .
& | Count (TP) | Count (FP) True Negative Rate =—
(] Precision = TPTPFP Pasall TPZPFN
= False True +
S| Negative Negative
2 | Count (FN) | Count (TN)

)
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Estimation Methodologies for Classification

Simple split (or holdout or test sample estimation)
o Split the data into 2 mutually exclusive sets training (~70%) and testing (30%)

| |

I —— |

| Model
Training Data Development

v

Preprocessed Classifier
Data A 4
—
@ et Prediction
Assessment Y Sse——
Testing Data (scoring) v
~—
o For ANN, the data is split into three sub-sets (training [~*60%], validation [~20%], testing

[~20%])
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k-Fold Cross Validation (rotation estimation)

o Split the data into k mutually exclusive subsets

o Use each subset as testing while using the rest of the subsets as training

o Repeat the experimentation for k times

o Aggregate the test results for true estimation of prediction accuracy training
Other estimation methodologies = a1 il ciliagie

o Leave-one-out, bootstrapping, jackknifing

o Area under the ROC curve (graph slide 33)
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Classification Techniques

Decision tree analysis “—“-\-\*A-‘” uLuﬂ-\
Statistical analysis JU“”"’)-“: d‘b-‘
Neural networks has) didas
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Bayesian classifiers . o
Bayesian classifiers

Genetic algorithms Gl il 3l &)
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Employs the divide and conquer method
Recursively divides a training set until each division consists of examples from one class
1. Create a root node and assign all of the training data to it.
A general 2. Select the best splitting attribute.
3. Add a branch to the root node for each value of the split. Split the data into mutually

algorithm X - -y
for decision exclusive subsets along the lines of the specific split.
4. Repeat the steps 2 and 3 for each and every leaf node until the stopping criteria is
tree reached.
building
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DT algorithms mainly differ on
1. Splitting criteria
e  Which variable, what value, etc.
2. Stopping criteria
e When to stop building the tree
3. Pruning (generalization method)
e Pre-pruning versus post-pruning
Most popular DT algorithms include 2 @l )l s Jali 5 DT dued iSY)
o ID3, C4.5, C5; CART; CHAID; M5
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Alternative splitting criteria
o Giniindex determines the purity of a specific class as a result of a decision to branch
along a particular attribute/value
e Usedin CART
o Information gain uses entropy to measure the extent of uncertainty or randomness of a
particular attribute/value split
e UsedinID3, C4.5, C5
o Chi-square statistics (used in CHAID)
Al s juleae
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Used for automatic identification of natural groupings of things

Part of the machine-learning family

Employ unsupervised learning

Learns the clusters of things from past data, then assigns new instances
There is not an output variable

Also known as segmentation
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Clustering results may be used to
o ldentify natural groupings of customers
Identify rules for assigning new cases to classes for targeting/diagnostic purposes
Provide characterization, definition, labeling of populations
Decrease the size and complexity of problems for other data mining methods
Identify outliers in a specific domain (e.g., rare-event detection)
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Analysis methods
o Statistical methods (including both hierarchical and nonhierarchical), such as k-means, k-
modes, and so on.
o Neural networks (adaptive resonance theory [ART], self-organizing map [SOM])
Fuzzy logic (e.g., fuzzy c-means algorithm)
o Genetic algorithms

O

Jilaill 3k
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How many clusters?
o There is not a “truly optimal” way to calculate it
o Heuristics are often used
Most cluster analysis methods involve the use of a distance measure to calculate the closeness
between pairs of items.
o Euclidian versus Manhattan/Rectilinear distance
failiall 2ae oS
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Cont.

k-Means Clustering Algorithm

k : pre-determined number of clusters
Algorithm (Step 0: determine value of k)

O
O

Step 1: Randomly generate k random points as initial cluster centers.

Step 2: Assign each point to the nearest cluster center.

Step 3: Re-compute the new cluster centers.

Repetition step: Repeat steps 3 and 4 until some convergence criterion is met (usually that the
assignment of points to clusters becomes stable).

k-Means 40l 55 gpens
28lall (o Boie 3na 222 ko
(k) dad a3 1) sbadl )l A o
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Step 3
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R
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A very popular DM method in business

Finds interesting relationships (affinities) between variables (items or events)

Part of machine learning family

Employs unsupervised learning

There is no output variable

Also known as market basket analysis

Often used as an example to describe DM to ordinary people, such as the famous “relationship
between diapers and beers!”

L)l Jlee ¥ Jlase (A 1as dpnd DM 42k

(1Y) 5 yealiall) @l juaiall G (lelais¥l) alaiaSU 3 piall A8l aay
L?JS!\ rd:."ﬂ\ dile e

Bl ) (9 alaill aaaig

dagiill ppie Y

Gl Al Qi iy Ll (o gyl

Comlall GalaiS DM Caa 5l U aadig L Ulle

Input: the simple point-of-sale transaction data

Output: Most frequent affinities among items

Example: according to the transaction data...
“Customer who bought a lap-top computer and a virus protection software, also bought
extended service plan 70 percent of the time."

How do you use such a pattern/knowledge?

Put the items next to each other

O

o Promote the items as a package

o Place items far apart from each other!
a

10
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Cont.)
A representative applications of association rule mining include
o In business: cross-marketing, cross-selling, store design, catalog design, e-commerce site
design, optimization of online advertising, product pricing, and sales/promotion
configuration
o In medicine: relationships between symptoms and illnesses; diagnosis and patient
characteristics and treatments (to be used in medical DSS); and genes and their
functions (to be used in genomics projects)

Ll ¥ sacl Cgnll liadl) clagdatl) Jadi

EJM\CBJAM‘G}MSHM‘M\M‘@M\@J\‘ckw\@)uﬂ\ %JM\JWY\JI&AQA o
T [ Clanaal) 0o 6855 ¢ iall joandi ¢ YN e (Ol YD Gan ¢ A 1Y)

(Al DSS (8 Lealadin) (i yall cladle 5 pailiad s il Gl je¥1 s () e Y1 o Q) tokl B o
(e siandl o sliie 8 Laladina) Leiilda 5 5 cilipall 5 ¢

Are all association rules interesting and useful? = $5xda 5 alaia D 3 e Gliraal) 2ol @ < Ja
A Generic Rule: X =Y [S%, C%]

X, Y: products and/or services = <laiiall o) cileadll

X: Left-hand-side (LHS)

Y: Right-hand-side (RHS)

S: Support: how often X and Y go together > acall

C: Confidence: how often Y go together with the X —> &l

Example: {Laptop Computer, Antivirus Software} = {Extended Service Plan} [30%, 70%]

Algorithms are available for generating association rules

o Apriori
o Eclat
o FP-Growth

o + Derivatives and hybrids of the three
The algorithms help identify the frequent item sets, which are, then converted to association

rules
LLSY) a0 8 a5l Aalia Cilse ) Al
Apriori o
Eclat o
FP-Growth o

G o pap g ABE + O
LL\.\J\‘!\.\c\)ﬁ.é‘\;ﬂhm\.@_@}ﬂeﬁ:\ﬂbcE))u\Jmhﬂ\Qb)m%&u_‘cC_\L}AJ‘)\);“.\r—LuS
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Apriori Algorithm
o Finds subsets that are common to at least a minimum number of the itemsets
o Uses a bottom-up approach

e frequent subsets are extended one item at a time (the size of frequent subsets
increases from one-item subsets to two-item subsets, then three-item subsets, and

so on), and

e groups of candidates at each level are tested against the data for minimum support.

(see the figure) = --
raliall 22al V) 2aall J8Y1 e da0L3 de 8 Cile gana 2ay
Al ) saclall e WBgh axdiny
Oa o She JSG dge il Cle sanall aaa 3 3) B0 US (A aals eaic 3) S die B Cle sare gausial e
56 (1S5 ¢ palic D dpe B e gana & ¢ il Ao Gle saane (Al 2aly juaic 4o ji Gl sans
el e V) anll e peaall bl (Wi (s sinse (S e (el Cle sane Jidl 4 0

Raw Transaction Data One-item Itemsets Two-item ltemsets Three-item ltemsets
Transaction SKUs J\ ltemset Support J\ ltemset Support J\ Iltemset Support
No (Item No) —|/ (SKUSs) —|/ (SKUs) —|/ (SKUSs)
1 1,2,3,4 1 3 1,2 3 1,2,4 3
1 2,3,4 2 6 1,3 2 2,3,4 3
1 2,3 3 4 1,4 3
1 1,2,4 4 5 2,3 4
1 1,2,3,4 2,4 5
1 2,4 3,4 3

oy A;DLHAMJJ\‘,AQQQ.AJ,\S\ d:\h
Commercial > o3l

O
O

o IBM SPSS Modeler (formerly Clementine) 0 SAS - Enterprise Miner
o IBM - Intelligent Miner o  StatSoft — Statistica Data Miner
O .. Mmany more
Free and/or Open Source 2 Luadl ¢ sis 5l Jlas bl e sl
o R Losaladg/ dsls ie o
o RapidMiner Gilaphil amy Gulill A8 ol o
o Weka... JleeM
Aladie clily sacld (llty o
Data mining ... ) )
o provides instant solutions/predictions Gl gl gl (ye b 4y ol (S 0
o is not yet viable for business applications Bale Gla e UL“f U““M
o requires a separate, dedicated database . A“‘“‘““
o canonly be done by those with advanced degrees Ll (1 Bl s Al M,’“ ©
. . & ezl QL\L._u e ):_ﬂﬁ\
o isonly for large firms that have lots of customer data sl otolaa S 2) ot
o is another name for the good-old statistics - : A el A0

1. Selecting the wrong problem for data mining
2. Ignoring what your sponsor thinks data mining is and what it really can/cannot do
3. Not leaving insufficient time for data acquisition, selection and preparation
4. Looking only at aggregated results and not at individual records/predictions
5. Being sloppy about keeping track of the data mining procedure and results
6. ..moreinthe book
bl el alla Aa. Laal
alad (S Y [ Sy 13ley ULAIL JSl) oaiay Le Jalas
Jranilly JLEAY) s ¢ i) LY S e ci gl & S ase
Ll culad il / S el 8 (paal 5 dranal) il 8 Lot jlav))
ULl ) Al gl g il o) i Glis mal g e i S
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Techniques for Predictive Modeling
Neural Network Concepts
Neural networks (NN): a brain metaphor for information processing

Neural computing
Artificial neural network (ANN)
Many uses for ANN for
o pattern recognition, forecasting, prediction, and classification

Many application areas
o finance, marketing, manufacturing, operations, information systems, and so on
dpuanl) 4,40 o ggda

e laall dadlaal L lad 3 el 1 (NN) Aol cilSudl)
Agpmall sl
(ANN) delila¥) duasll A4
JANN 2 Gleladin¥) e paall

Caviaill g il 5 a8 gill g Lla¥) e o il o
Gukill OYlse (e daall

L e 5 ¢ Glaslaall ol g Sllaall 5 ppinaill § Gysuiill s sl o

Biological Neural Networks = 4 ¢l gl dauanl) cilal)

Dendrites . .
Two interconnected brain cells (neurons)

Synapse (asmnd) LAY syl yiall Lol LA (o 8

Synapse

Soma

Dendrites

Soma

Processing Information in ANN = 4 lihay) Luanl) AEN A cila gleal) dpllae

Inputs Weights OUipits A single neuron (processing element — PE)
X1 v | > with inpl{ts and outputs )
Wy /41 & (PE —4alladll jpaic ) oas g 4guac Ll

a5 edlaadl

X2
Wo Neuron (or PE)
" ~
. s=> xw, . Y2
i=1
- L]
. Summation Transfer
Function \ "
Wy Yo
Xn

Biology Analogy = sba¥l ale 4jlial) 4 sl

Biological — (sl Vs. Artificial — =tk
Soma Node
Dendrites - bl Input
Axon — (suac )saa Output
Synapse — (sac dlilis Weight — s«

Slow — sk Fast — gy
Many neurons (10%) — (s 2asll Few neurons (~100s) — Jil 2xe
Fanasll LA dpanll LA (e
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Processing element (PE)
Network architecture

o Hidden layers

o Parallel processing
Network information processing

o Inputs

o Outputs

o Connection weights

o Summation function

WEEK 6 — Chapter 6

ISl A
declib o
Ll sl dalleddl - o

COAA e}

ala ALl o
deasill gs0 o
ua:\';tm ds o

Y4

Output
Layer

Hidden
Layer

Input
Layer

(a) Single neuron (b) Multiple neurons
X1 P Xq < W|1>—>‘ (PE) }—» Yy
fwy ; A
- N )
J PE) —> Y \
X2 7 Y=XW+X W, - Y
Xz ¢ War) | (PE) |—> Y,
PE: Processing Element (or neuron) h .
N=XM+XW,
Wz
Y =X, +X W, R
Y, = X, W, B[ Ys

Neural Network with One Hidden Layer
Fie Banly Aisks o dypamall AS,02)

Summation Function for a Single Neuron (a),

and Several Neurons (b)

e w5 ¢ (a) Ban) g Apac AT jandlil) Al
(<) daasll LAY

Cont.

Transformation (Transfer) Function = J&ll 5l Jasadll Al

o Linear function = 4xaall aliall

o Sigmoid (logical activation) function [0 1] = (slaiall Japliill 1 65 diiea Gl A1
o Tangent Hyperbolic function [-1 1] = 2 31 J)sall (il 8 (cansd 5l (5200 31 Galaall Al

Summation function: Y =3(0.2) + 1(0.4) + 2(0.1) = 1.2

X1=3 ~_ Transfer function: Yr=1/(1+ e’ 2) =0.77
R
\\10.9
\\\
_ W,=0.4 Processing Y=12 _
X2=1 element (PE) Yr=0.77
N
A
W2~
,/
Xz=2 7

Architecture of a neural network is driven by the task it is intended to address
o Classification, regression, clustering, general optimization, association, ....
Most popular architecture: Feedforward, multi-layered perceptron with backpropagation learning

algorithm

o Used for both classification and regression type problems
Others — Recurrent, self-organizing feature maps, Hopfield networks, ...

O il Ly 52 sacatall Laguall A 3 85 Appecanl) A0 )
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Neural Network Architectures
( Feed-Forward Neural Networks )

Neural Network Architectures

( Recurrent Neural Networks )

b

Predicted
vs. Actual

Socio-demographic

Religious
Voted “yes” or
“no” to legalizing

Financial gaming

Other

L JU JU J
INPUT HIDDEN OUTPUT
LAYER LAYER LAYER

Output 1

Output 2

*H: indicates a “hidden” neuron without a target output

Feed-forward MLP with 1 Hidden Layer

Other Popular ANN Paradigms
Self-Organizing Maps (SOM)

Other Popular ANN Paradigms
Hopfield Networks

i

I

==

/

Y

i

|/

)

I nput

~CcT ~c O

First introduced by the Finnish Professor
Teuvo Kohonen
Applies to clustering type problems

Teuvo Kohonen siliall 3wyl Jd (a5 0 J5Y o8
40 giiall JSLE) g g3 e Gadayy

First introduced by John Hopfield

Highly interconnected neurons

Applies to solving complex computational
problems (e.g., optimization problems

John Hopfield U8 (e 3 0 JsY a8

Aol A jie danll LAY

e Jie) Bl Fbal) S (i e Bilas
(S
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Development Process of an ANN

An MLP ANN Structure for the Box-Office Prediction
Problem

Get more data;
reformat data

Re-separate data
into subsets

” Change network
architecture

I Change learning

algorithm

Change network

Collect, organize and
format the data

Separate data into training,
validation and testing sets

initialize weights and start
training (and validation)

Stop training, freeze the
network weights

“Resetand restart
the training

Decide on a network
architecture and structure

Test the trained network

Deploy the network for use
on unknown new cases

Select a learning algorithm

Set network parameters
and initialize their values

Class 1 - FLOP
(BO<1M)
MPAA Rating (5) Class 2
(G, PG, PG13, R, NR) (1M < BO < 10M)
Competition (3) Class 3
(High, Medium, Low) (10M < BO < 20M)
Star Value (3) Class 4

(High, Medium, Low) (20M < BO < 40M)

Genre (10)

(Sci-Fi, Action, .. ) 5 :"‘& AAV
scre B0 WK

Technical Effects (3) A
(High, Medium, Low) "\
‘\V

Class 5
(40M < BO < 65M)

Class 6
(65M < BO < 100M)

Sequel (2)
(Ves, No)

Class 7
(100M < BO < 150M)

IS '
PN~
//“‘\\\V ‘,,‘

Number of Screens
(Positive Integer)

Class 8
(150M < BO < 200M)

Class 9 - BLOCKBUSTER
(BO > 200M)

INPUT HIDDEN HIDDEN OUTPUT
LAYER LAYER | LAYER Il LAYER
(27 PEs) (18 PEs) (16 PEs) (9 PEs)

Testing a Trained ANN Model
Data is split into three parts
o Training (~60%)
o Validation (~20%)
o Testing (~20%)
k-fold cross validation
o Less bias
o Time consuming

AN Learning Process A Supervised Learning Process

Three-step process:

1. Compute temporary outputs.
2. Compare outputs with desired targets.
3. Adjust the weights and repeat the process.

iYL o5 dgles AN alail dles

1 ghd E3 (e dples
Al sl s
(Aesthaall) 5 sa yal) Cilaa¥l g cila Al 4 jlae 2
Adaal) )55 G55V b 3

el ANN zigal JLES)
o1l A ) UL a1
(% 60 ~) cxll o
(7 20 ~) daall e Giad) o
(£20~) st o
k-fold _ne (33l
3 o
Gl Blgiad o

Compute
output

Is desired
output
achieved?

Adjust
weights

Stop
learning
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Backpropagation of Error for a Single Neuron
B3 g amac AT (<5 o) Uadll e

X e error

X2

Neuron (or PE)
sS=3 xw,
i=1

Transfer

Summation .
Function

Xn

The learning algorithm procedure

1. |Initialize weights with random values and set other network parameters
Read in the inputs and the desired outputs
Compute the actual output (by working forward through the layers)
Compute the error (difference between the actual and desired output)
Change the weights by working backward through the hidden layers
Repeat steps 2-5 until weights stabilize

ok wnN

) el el sA e

5 A ASL Jal se (a8 5 Al ikl il a1 gy o8
A lladll s jall g AN b sl 8
(C'_zLa_\l:J\ e ehm Jadl J& =) =l GJL'A\ Gl
(CEP= BN PP RUHENGEON UL S ) RUEN NRIVEN
el k) A e ol sl ) Jaall DA (g 01 55Y) s
OsY) it a5 () 2 e il shaall 5 S

>RV I TR )

A common criticism for ANN: The lack of transparency/explainability

The black-box syndrome!

Answer: sensitivity analysis
o Conducted on a trained ANN
o Theinputs are perturbed while the relative change on the output is measured/recorded
o Results illustrate the relative importance of input variables

el / 48830 (e ANN J gl i)

13 5 (3 saieall da 3MNia

EETRIVEN| g N B PPN |
ANN Gasse e cunl o
oAl e ol uall Qi / (8 o Lty SO B s ©
oA @l prial il sl @l i o

Sensitivity analysis reveals the most important injury severity factors in traffic accidents
DAl Gl a5 shadll 3a8 Jal se aal e Apulual) Jilad CiS)

Systematically Trained ANN
Perturbed “the black-box” Observed
Inputs Change in
B Outputs
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SVMm
SVM are among the most popular machine-learning techniques.
SVM belong to the family of generalized linear models... (capable of representing non-linear
relationships in a linear fashion).

SVM achieve a classification or regression decision based on the value of the linear combination
of input features.

Because of their architectural similarities, SVM are also closely associated with ANN.

Apnd JSY) V) el S Gw (e 8 SVM

(ol Lk Aadl) e B Jias e 5 ,00a) | Leeadll il 73l Ale ) SVM (i
JEaY) Gl e Adadll 40 il dad ) iy a3 5l sl ) 8 SVM Gy

ANN., = Gy Uali)) Wl SVM dasi 53 ¢ &) 51 (5 lanall adbiill Caanas s

Goal of SVM: to generate mathematical functions that map input variables to desired outputs for
classification or regression type prediction problems.
o  First, SVM uses nonlinear kernel functions to transform non-linear relationships among
the variables into linearly separable feature spaces.
o Then, the maximum-margin hyperplanes are constructed to optimally separate different
classes from each other based on the training dataset.
SVM has solid mathematical foundation!

el JSLt | g Jaf (o gt sl il sl ) LAY i (s o s s 193 s LY SVME: e gl

oA g g

Jiadll 41418 3 310 ildlie 6]\ C_:\)#A\ O ) e OlEka) d.\}ﬂ aaladll e kernel 4l SVM FREN RN Y)\ o
[

«;}m‘;\\3@\&&9&@@\@4”&W\QM\MWQJ}@A\&JJ:A&S;LL\(@seU.s.m o
) calily

l0die by il 1 SVM

A hyperplane is a geometric concept used to describe the separation surface between different
classes of things.
o InSVM, two parallel hyperplanes are constructed on each side of the separation space with
the aim of maximizing the distance between them.
A kernel function in SVM uses the kernel trick (a method for using a linear classifier algorithm to
solve a nonlinear problem)

o The most commonly used kernel function is the radial basis function (RBF).

Y (e Ailide il JlatiV) sl Cia sl adiieg wlid aseie s (B3 uall) daladl) 5

Lagin Adlual) 30l ) Chage daadll dalise (e uila JS e ()l e (e 8 Gaalat oLl a5 « SVM (4 ©
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X *%,
e} N . .
q Many linear classifiers
(hyperplanes) may separate the
data

. <L) (hyperplanes)
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Following a machine-learning process, an SVM learns from the historic cases.
The Process of Building SVM
1. Preprocess the data
o Scrub and transform the data.
2. Develop the model.
o Select the kernel type (RBF is often a natural choice).
o Determine the kernel parameters for the selected kernel type.
o If the results are satisfactory, finalize the model; otherwise change the kernel type
and/or kernel parameters to achieve the desired accuracy level.
3. Extract and deploy the model.

Asdg )l YW e SVM alaty ¢ A1) alas Al 22y
SVM :l ke
il Al Aaladl ]
bl dygady canlan o
.zl ki 2
(Ganb 15L8a) S5 L Glle RBF) kernel ¢.5 22> o
2aaall kernel g 5 kernel delse 3 o
Jalse 5/ skernel g 5 ywas Gy CaMA ¢ 23 paill Alg il danal) aia 53 o ¢ A yo gl CalS 1Y) o
A slladll d8al1 (5 giue (383 kernel
gasalll Jlispl Al 3

Pre-Process the Data
Training
data v Scrub the data L
D e “Identify and handle missing,
» incorrect, and noisy”
v Transform the data
“Numerisize, normalize and
standardize the data”

l Pre-processed data

Develop the Model
Experimentation

v Select the kernel type “Training/Testing”

“Choose from RBF, Sigmoid

or Polynomial kernel types”
v Determine the kernel values

“Use v-fold cross validation or

employ ‘grid-search™

----------------- l Validated SVM model

Deploy the Model -
Prediction
v Extract the model coefficients Model
v Code the trained model into
the decision support system
v Monitor and maintain the
model

SVMs are the most widely used kernel-learning algorithms for wide range of classification and
regression problems

SVMs represent the state-of-the-art by virtue of their excellent generalization performance,
superior prediction power, ease of use, and rigorous theoretical foundation

Most comparative studies show its superiority in both regression and classification type
prediction problems.

SVM versus ANN?

)il s Caviatll JSlie (e da 5 de gandd a5 B e deadiudl kernel alsd Gl )l 3 KT 4 SVMs
¢ Al A peu g ¢ AT 50l 385 ¢ apanill 8 Sliaall Welal Jiady L o 531 44) Cilia 55 Le Caaa SVMs i
bl kil (bl
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k-NN
ANNs and SVMs = time-demanding, computationally intensive iterative derivations
k-NN is a simplistic and logical prediction method, that produces very competitive results
k-NN is a prediction method for classification as well as regression types (similar to ANN & SVM)
k-NN is a type of instance-based learning (or lazy learning) — most of the work takes place at the
time of prediction (not at modeling)
k : the number of neighbors used
Loloa (o0 ) S 3RS ¢ g allaws 1)) €= SVMs 5 ANNs
Alall Al il i ¢ djalaie g Ao 5235 48 1k & kK-NN
(ANN & SVM) J dgliall aal il g 153l L) dilaYl Caiaill 555 48 )l & k-NN

(el 5 Guds) 5l iy b Eramy Jaall sina - (e padl alaill 4f) il e G Sl e g 55 58 k-NN

N

1.

Minkowski distance

da, ) = V(| x;, — 7+ X x|+ g, — x| D

2.

\
-
- f — number of most

D similar cases
New Data W

e.\;u.d‘“ I slatall aae: k

The answer depends on the value of k * L]
K e e adiny (il sall ] P

Parameter Setting | ] m e

|
|| v Distance measure L |

|
S| value of “k”

_~ ! X; X

Predicting

» Classify (or Forecast)
» New cases using k

Similarity Measure: The Distance Metric = &Ll (pulia © 4Ll uliia

If g =1, then d is called Manhattan distance

di, )= Va, - IR PR P I S E

If g = 2, then d is called Euclidean distance

di, ) = V(xis — x> + |3 — 222 + o + |25 — 251D

o Numeric versus nominal values? > ¢ Zaau¥) adll Jilia dy00ell £l
Number of Neighbors (the value of k)
o The best value depends on the data
o Larger values reduce the effect of noise but also make boundaries between classes less
distinct
o An “optima

III

value can be found heuristically

Cross Validation is often used to determine the best value for k and the distance measure

r'!,

(k 3ad &) Ol 222 2

bl e adiad dad Juadl o

& s s 8 caliadall (s 0 gandl Jeat Uil LgiSh g slia puall il 0 JIs5 5830 il o
Ailuall Gulie s k J dad Juadl apaail daia (e @il aading La | i



