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Digital Multimedia
Timeline

The Vision:

1843

1914

1915

1915

1928

1936

1940

1945

Ada Byron (Lady Lovelace) predicts that the calculating machine proposed by Charles Babbage
(Analytical Engine) might be used to compose music and produce graphics as well as be utilized in
scientific inquiry. [www.ideafinder.com/history/inventors/lovelace.htm]

Winsor McCay introduces Gertie the Dinosaur, an animated film consisting of 10,300 separate
drawings. It was the first film animation to be created using keyframe animation techniques.

Max Fleischer invents rotoscoping, an animation technique where the artist traces over live-action
film movement, frame by frame. Computers have replaced the work of the artist in tracing over
the live action.

The first modern film is released by D.W. Griffith. The Birth of a Nation introduced moving shots
and close-ups to movie production.

The first cartoon with synchronized sound is released by Disney. Steamboat Willie gave birth to
Mickey Mouse on November 18™.

Alan Turing conceives the Universal Turing Machine, an abstract machine that could complete
the tasks of any other information processing machine. Turing’s work established the theoretical
foundation of modern general-purpose computers.

Pat the Bunny by Dorothy Kunhardt uses multimedia and interactivity to promote love of reading
and learning in young children. The book includes rabbit fur, flowers to smell, mirrors, and a peek-
a-boo blanket to generate interactivity with the story. (Random House Golden Books)

Vannevar Bush publishes “As We May Think” in the Atlantic Monthly. In the article, Bush proposes
a new way to organize information “as we think” and manage that information using multimedia
input/output to the “Memex.” The system he proposed would have microfilm, screen viewers,
cameras, a vocoder, and electromechanical controls. This and a subsequent article predicted the
technologies of hypertext, personal computers, speech recognition, expert systems, online ency-
clopedias, and the Internet.

N
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1960s

1960

1963

1966

1967

1970s

1970s

1972

1974

1975

NLS, or oNLine System, is designed by Douglas Engelbart at Stanford Research Institute. NLS was
the first practical use of hypertext, the mouse, raster-scan video monitors, screen windowing, and
presentation programs. These developments pre-dated the personal computer, but contributed to
modern graphical computer applications. (www.wikipedia.org, NLS computer system)

J.C.R. Licklider publishes “Man-Computer Symbiosis” in which he proposes that computers should
be developed with the goal of “enabling men and computers to cooperate in making decisions
and controlling complex situations without inflexible dependence on predetermined programs”
(Packer & Jordan 2001, 56).

Ivan Southerland creates Sketchpad, a computer program that is considered the ancestor to mod-
ern computer-aided drafting programs and a breakthrough in computer graphics. The Graphical
User Interface is developed from Sketchpad. (www .wikipedia.org, Sketchpad)

Ivan Sutherland invents a head-mounted display to immerse the viewer in a visually simulated
3-D environment. He describes his “ultimate display” as a “room within which the computer can
control the existence of matter” (Packer & Jordan 2001, 256).

Ted Nelson invents the word hypertext for his nonsequential method of writing. Later he called
the quest for relating all things Project Xanadu. His work continues as XanaduSpace, free software
that allows the user to work with parallel documents. (www.xanadu.com/)

Alan Kay and Adele Goldberg reveal the prototype for the Dynabook. The precursor of the multi-
media laptop computer, it was conceived as “a dynamic medium for creative thought,” capable
of synthesizing all media—pictures, animation, sound, and text—through a personal computer.
They also developed “Smalltalk,” an object-oriented software language that led to the invention
of the GUI (Packer & Jordan 2001, 170).

The Aspen Movie Map project allows the viewer to navigate through an interactive video-disc
view of Aspen, Colorado. Developed by Scott Fisher, this type of “surrogate travel” suggests the
current notion of virtual reality (Packer & Jordan 2001, 260).

PONG, the first commercial video game, is released by Atari. The Magnavox Odyssey, the first
home video game system is released as well.

The Intel 8080 microprocessor is released. MITS releases the first successful personal computer,
the Altair 8800, with one KB of memory and available by mail for $397.

Bill Gates founds Microsoft as a software publishing enterprise.

Multimedia Matures

1976

1977

1979

1981

Steven Jobs and Steve Wozniak launch Apple Computing. The Apple I1in 1977 is the first to use
color graphics.

Myron Krueger explores the computer as a component in interactive art. In his “responsive envi-
ronments,” the artist is a composer of intelligent real-time computer media spaces.

Richard Bolt creates a “Spatial Data Management” system in which the user is engaged with data
in forms of vision, sound, and touch. Working at the MIT Arch-MAC group with Negroponte, his
spatial data-management system was the first hypermedia system to organize information in a
3-D virtual environment he called “dataland” (Packer & Jordan 2001, 186).

IBM releases the first PC, which runs the new MS-DOS operating system.
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1984

1985

1988

1991

1991
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1993

1993
1995
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Compact Disc Technology is introduced in the United States. The standard was proposed by Philips
& Sony in 1980.

Apple introduces the Macintosh computer with a GUIl operating system, mouse, 128 KB RAM, and
3.5 disk drive, for $2495.

Commodore Amiga combines advanced graphics, sound, and video capability to create the first
true multimedia computer.

Macromedia Director is released as the authoring software to produce desktop multimedia appli-
cations.

Tim Berners-Lee distributes the first web browser and publishes the HTTP and HTML standards.
His software was initially developed to unite research, documents, programs, laboratories, and sci-
entists in an open hypermedia environment at CERN in Switzerland (Packer & Jordan 2001, 209).

The MP3 digital audio compression format is invented.

Text-based Virtual Realities create social phenomena called Mudding. A Multi-User Dungeon is
a software program that accepts networked connections and gives each user real-time access to
ashared database of “rooms,” “exits,” and other objects to manipulate in the telling of a shared
adventure. LambdaMOO was the first popular MUD (Packer & Jordan 2001, 353).

CAVE (Cave Automatic Virtual Environment) is an environment that combines interactive,
computer-generated imagery and 3-D audio with physical space. Constructed by Sandin, DeFanti,
and Cruz-Neira, the CAVE frees the user from the head-mounted display and dataglove of earlier
environments (Packer & Jordan 2001, 287).

Broderbund releases Myst, the first successful interactive computer game.

Toy Story is released by Disney and Pixar. It is the first feature-length movie developed solely from
digital animation techniques. The 77-minute film took 4 years to make and over 800,000 hours to
render.

Multimedia Lifestyle

1994-96

1995
2000
2001

2001

2003

Digital cameras become affordable and widely available. Apple QuickTake was the first digital
camera for the consumer marketed to work with a home computer through a serial cable. Kodak,
Casio, and Sony soon followed.

DVD specifications are finalized for DVD-Movie player and DVD-ROM computer applications.
The Play Station 2 video game console is developed by Sony.

Shrek is released by DreamWorks. Over 275 artists, computer animators, and engineers spent three
years completing the film, which was the most visually rich and technically challenging computer-
animated film of the day.

Steve Jobs stuns MacWorld in Oct. 2001 with the first iPod. The original 5-GB model could store
1000 tunes in your pocket. The iPod also came with iTunes and a new way of buying music by the
song.

Linden Research, Inc. introduces an Internet-based virtual world named Second Life. Users adopt
avatars and interact with each other in a type of “metaverse” where they own land, create, and
trade items and services with each other.

xiii
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2003

2005

2006

2007

2007

2009

2009
20M

Apple launches the iTunes Music Store with 200,000 songs at 99 cents each. By 2007, iTunes had
sold 2 billion songs, 50 million TV episodes, and 1.3 million full-featured movies.

YouTube changes the landscape for film production. Videos can be uploaded, viewed, and shared
from this website. News, entertainment, and personal expression are published by amateur
videographers and professionals alike. Founded by three former PayPal employees, it was sold to
Google in 2006.

Nintendo introduces the Wii, a new game console that features a wireless controller used as a
pointing device. The Wii Remote can detect acceleration in three dimensions. The Wii introduces
new forms of interactivity directed to a single game experience.

Google introduces Street View, a feature of Google Maps that provides 360° panoramic street-
level views of selected neighborhoods. Street View collects photos taken from a car that travels
the streets of selected cities. Users can navigate from any direction and a variety of angles.

Steve Jobs introduces the iPhone at January MacWorld. The iPhone combines a mobile phone,
widescreen iPod with touch controls, and Internet communications. New interface software
includes cover flow, multitouch display, and a predictive keyboard.

Fujifilm releases the first consumer-grade stereoscopic digital camera designed to recreate the
perception of 3-D depth.

iTunes songs are DRM-free.

Panasonic releases the first 3-D camcorder capable of 1920 X 1080/60p HD.

Mobile Multimedia

2007

2008

2008

2009

2010

2010

2012

The original Amazon Kindle eReader is introduced. It enabled users to search, download, and read
books and magazines hosted by Amazon.com.

The first commercial version of Android is released. Android is a mobile operating system devel-
oped by Google and the Open Handset Alliance. Android is a leading smartphone platform and the
operating system is widely used on tablet computers.

Apple expands the iTunes store to include Apps. The App Store opened as the iPhone 3G went on
sale. In the first weekend, 100 million apps were downloaded.

Barnes and Noble releases the Nook, a brand of eReader based on the Android platform. The ori-
ginal Nook included both Wi-Fi and AT&T 3G wireless connectivity.

Apple releases the firstiPad, a tablet computer, which supports audio-visual media including
books, music, games, web content and apps. During the first year, Apple sold 14.8 million iPads
worldwide.

Apple releases iBooks, making electronic books available for i0S. The iBooks reader application is
available free through the App Store.

Microsoft launches the Surface tablet that incorporates Windows 8 and Microsoft's tabletop Ul.
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Chapter 1 The Multimedia Revolution

“Any sufficiently advanced technology is indistinguishable from magic.”
Arthur C. Clarke

Multimedia computing has produced a revolution. We shop, study, research, play, and
communicate differently because of it. Like other advanced technologies, multimedia is,
as Clarke would say, magical.

How else should we describe a little box that gets smaller but more powerful each
year, and that pours forth an endless stream of words and sounds of pictures and mov-
ies? The multimedia computer captures all manner of worldly experience and even
presents us with worlds of its own.

As dramatic as the impact of multimedia has been, its story is far from finished. We
have good reason to anticipate ever more powerful multimedia systems. Multimedia is
not only advanced; it is advancing. The revolution will continue.

Revolutions displace traditional beliefs and practices. They also create entirely new
activities and products. The Industrial Revolution displaced traditional craftsmanship;
goods that had been produced by hand in small shops were now made in factories by
machines. It also produced new materials and products—steel, plastic, automobiles,
and airplanes—that radically changed the ways in which people conducted their lives.
The multimedia revolution is also displacing tradition and ushering in new products and
activities. In this chapter we explore the nature of contemporary multimedia as well as
the innovations of the pioneers whose visions shaped its evolution.

After completing this chapter, you should understand:

m The defining elements of modern multimedia, including its different forms
= Noninteractive
= |nteractive
= Basic
= Hypermedia
= Adaptive
= Immersive
= Key contributions to the development of multimedia by
= Vannevar Bush
Alan Turing
= Douglas Engelbart
Theodore Nelson
Alan Kay
Steve Jobs
= Tim Berners-Lee
= The nature and potential of modern multimedia

1.1 Multimedia Defined

Contemporary multimedia is defined as the development, integration, and delivery of
any combination of text, graphics, animation, sound, or video through a digital process-
ing device.



1.1 Multimedia Defined

The key phrase in this definition is “digital processing device.” It was the digital com-
puter and its many variants such as tablets, smartphones, and PDAs that transformed
tradition and produced “new media.” The computer displaced traditional techniques for

creating and editing all forms of media. Word processing displaced
the typewriter, the CD transformed sound and music production,
and digital cameras and editing software have replaced film and
the darkroom. The reason for this transformation is simple: com-
puters can now create media that rival the quality of traditional
products and they can do so more efficiently and more economi-

The term computer derives from the human
calculators who performed complex math-
ematical operations before these functions
were completely automated. For many years,
most people thought computers would only
be used for calculation and sorting data.

cally. Analog media, like traditional craftsmanship, will continue to

exist, but their dominance in the marketplace is at an end. Media
professionals are building their careers with digital technology.

The multimedia revolution is not just about performing traditional tasks in new ways.
It is also about creating new approaches to communication, commerce, education,
and entertainment. Cell phones become text messengers, cameras, and video displays.
E-commerce gives shoppers instant access to countless products and services complete
with pictures, demos, reviews, and price comparisons. Classrooms lose their walls as digi-
tal media—graphics, animation, sound, and video—stream through electronic networks.
New forms of entertainment, such as podcasts, video games, online poker tournaments,
and interactive film, have transformed that industry as well. In these cases, and in many
more, digital multimedia is changing the world by making it possible for users to interact
with information in new ways.

So important are these new forms of interactivity that multimedia applications are
often differentiated based on the degree and quality of interaction they support. Some
applications are designed to allow little or no interactivity; others encourage as much
interaction as possible.

In noninteractive multimedia, the user has no control over the flow of information.
The developer establishes a sequence of media elements and determines the manner
in which they will be presented. An information kiosk at a museum might regularly
repeat a series of slides describing the day’s events. Such applications are often a simple
and effective way to draw attention to announcements, products, or services without
requiring any action of the part of the viewer. Digitally animated films, such as Toy Story
or Shrek, are much more sophisticated and are engaging examples of noninteractive
multimedia. The greatest promise and power of multimedia, however, lies in its ability to
transform passive recipients of information into active agents.

In interactive multimedia, users are able to control the flow of information. There
are several types of interactive multimedia. The first provides basic interactivity. Basic
interactions include menu selections, buttons to advance screens, VCR-like controls,
clickable objects, links, and text boxes for questions or responses. Hypermedia is a
more advanced form of interactive media in which the developer provides a structure
of related information and the means for a user to access that information. An online
anatomy tutorial, for example, organizes information based on physiological relation-
ships and may enhance a user’s understanding through hyperlinks to related text, draw-
ings, animations, or video.
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Still more advanced forms of interactive multimedia adapt the presentation of infor-
mation to the needs or interests of users. Such applications range from relatively simple
merchandizing programs that offer suggestions for purchases based on past interactions
to advanced tutorials that adjust lessons based on student performance. These applica-
tions embody aspects of intelligence and decision making and are described as adaptive
multimedia or intellimedia. The range of these forms of multimedia is likely to expand
significantly with continued development in another major area of computer research—
artificial intelligence.

Another powerful form of multimedia interactivity is found in advanced simulations
and games that create their own virtual reality. Virtual realities are not simply respon-
sive to users; they are immersive. An immersive multimedia application draws its users
into an alternate world, engaging them intellectually, emotionally, and even viscerally.
Advanced flight simulators so thoroughly immerse pilots in a world of virtual flight that
they routinely serve as substitutes for training in actual aircraft. Video games can draw
players into other worlds for hours or even days on end.

Multimedia will continue to shape our world, and each of us can benefit from know-
ing more about what itis, where it came from, how it works, and where it is likely to go.
Individual involvement in the creation of multimedia will vary widely. For some, multi-
media production may mean little more than attaching photos to email. Others will cre-
ate presentations or build their own websites. Yet others will become specialists in one
of the many areas of professional multimedia development. All will find that advancing
digital technology continually puts more power in their hands—power to shape media
to their own purposes.

Using this power effectively requires an understanding of the basic concepts that
underlie multimedia hardware and software. It also requires a basic knowledge of the
practices and principles of a wide range of media. Multimedia is, first and foremost, inter-
disciplinary. By definition, it draws on the multiple traditions, talents, and perspectives
of text, graphics, sound, video, and animation. To use these varied resources effectively,
multimedia developers need an awareness of the traditions and best practices of each.
In chapters to come, we will explore each of these topics.

Taking advantage of the power of multimedia also means looking to the future and
actively considering the new possibilities of digital technology. To try to envision the
future, it helps to revisit the visionaries of the past. These were the pioneering theorists
who glimpsed the promise of multimedia long before there were multimedia computers.
Their stories will help us understand the reasons for many of the features of multimedia
computers—hyperlinks, mice, windows, graphical user interfaces—and also the reasons
to expect more innovations in the future.

1.2 Origins of Multimedia

In a sense, multimedia can be traced to the beginnings of civilization. Early humans had
a clear appreciation of the value of reinforcing their messages with different kinds of
sensations. Cave paintings at Lascaux in southern France were given an air of mystery
through the psychological and sensory effects of the passageways—deep, dark, and
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cold—that led the visitor away from an ordinary world to an otherworldly realm (Packer
and Jordan 2001, xx—xxi).

Early theatrical performances greatly extended this interest in multisensory experi-
ence. Ancient Greek actors performed to the accompaniment of music and the chanting
and singing of a chorus. Elaborately painted stage scenery, apparently with convincing
three-dimensional effects, and stage props (furniture, weapons, even chariots) formed a
backdrop for performances. The Greeks also made use of various machines to heighten
the intensity of the dramatic performance. One (the keraunoskopeion) simulated lighten-
ing; another (the bronteion) produced the rumble of thunder.

Multimedia further evolved as new technologies arose to represent various forms of
sensory experience. By the early 20th century, it was possible to add sound to previously
silent films, and movies became multimedia. As new capabilities were added later in
the century (including color, stereo, and surround sound), and as filmmakers learned to
exploit the potential of their tools (close-ups, fades, flashbacks, cut-aways, and special
effects), the movie developed a formidable expressive power.

By the mid-1900s, the pace of technological development increased dramatically. A
very different kind of machine emerged, and a few individuals began to glimpse the pos-
sibility of using it to dramatically extend the scope of multimedia.

Vannevar Bush and the Memex Machines

Few men were as well poised as Vannevar Bush (1890-1974) to understand the revolu-
tionary potential of the emerging technologies. Bush was the director of the U.S. Office
of Scientific Research and Development during World War Il and oversaw the work of
some six thousand scientists on projects ranging from radar to the atomic bomb. He was
also an experienced and talented scientist in his own right, having developed, among
other things, the Differential Analyzer, a massive electromechanical analog computer for
solving differential equations.

In 1945, Bush wrote “As We May Think.” In this now-classic article, he proposed the
creation of a new kind of machine to make the work of scientists more efficient and to
make more effective use of the huge and “growing mountain of research.” The machine
would accomplish this by overcoming human weaknesses and building on human
strengths. Bush's hypothetical machine was called Memex and multimedia was central
to its design.

Memex I

One important human limitation is memory. We are limited in how much we can remem-
ber and our memories are neither completely reliable nor permanent. In Bush’s first
vision, Memex (or “memory extender”) would solve these problems with microfilm. He
envisioned a complete Encyclopedia Britannica stored in the space of a matchbox. Many
other texts, photos, and handwritten notes would readily fit in the space of his desk-like
machine. The capacity of Memex would be huge—one could add five thousand pages
a day and it would still take hundreds of years to fill the machine. The contents of the
Memex would be completely accurate and they would last forever.
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Another human limitation is data recording. This is often a slow and laborious
process. Bush proposed several multimedia devices to aid in collecting and recording

Figure 1.1 Sketch of Cyclops
Camera.

data for the Memex. These included a “vocoder,” which would produce
written input from the spoken word, and a “Cyclops Camera” to be worn
on the forehead and controlled by a wire running to a hand (Figure 1.1).
The camera would allow a researcher to immediately photograph
anything of interest. Pictures would be rapidly developed using a dry-
photography technique and could also be connected to the written
record in the machine.

Time-consuming repetitive thought processes, such as arithmetical
calculations, also limit human intellectual productivity. Bush’s machine
would take over these tasks by automatically performing mathematical
calculations and carrying out simple forms of logical reasoning. Memex |
would not be capable of “mature thought”; however, by freeing its user
of the burdens of calculations and simple inferences, it could make more
time available for creative, original thinking.

In a number of ways, then, Bush believed that his machine could com-
pensate for the limitations of human intellect. Memex could also revolu-
tionize the way information was stored and accessed by taking advantage
of one of the strengths of the human mind.

The human mind, he argued, operates by association: "With one item in

its grasp, it snaps instantly to the next that is suggested by the association of thoughts,
in accordance with some intricate web of trails carried by the cells of the brain” (Bush, in
Nyce and Kahn 1991, 101). Traditional systems of organizing information rely on alpha-
betical or numerical lists. These have nothing to do with the way information is gener-
ated or used in the mind. As a result, it is often difficult to find related facts and beliefs.
Bush’s Memex, in contrast, would organize its information based on associations, or as
we actually think.

To form an association between two items of knowledge (facts, beliefs, theories, etc.),
the Memex user would simply display them together and tap a key. The items would

then be joined. Repeating this process with other items would pro-
duce a “trail” of associations that could then be preserved, copied,
shared, modified, and linked to other trails. The next time a particu-
lar item was accessed, all of its connections to related information
would also be available. The pattern of associations Bush had in
mind would be vast and complex. In fact, he described Memex as

"an enlarged intimate supplement” to its user's memory, one that

“stores all his books, records, and communications, and which is
mechanized so that it may be consulted with exceeding speed and

Figure 1.2 Visionary sketch of Memex
(note mechanical details).

flexibility” (Bush, in Nyce and Kahn 1991, 102) (Figure 1.2).

“As We May Think” also covered some of the operational details
of the Memex—Ievers to advance pages, keys to return to the first
page, the ability to annotate sources, the advantages of vacuum
tubes over mechanical switches, and so on. In general, however, his

article was a kind of “imagineering” in which new conceptual possibilities rather than
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blueprints for actual machines were his concern. He had ignored, as he said, all sorts of
“technical difficulties” but he insisted that he also had ignored “means as yet unknown”
that would dramatically accelerate progress toward the actual construction of a Memex.
Between 1945 and 1959, a number of such advances did occur and these occasioned
another article by Bush called “Memex I.”

Memex II

Memex Il was very similar to the original Memex. Bush still emphasized the importance
of association as a means of indexing knowledge, and he still thought of his machine as
a device to assist individuals in accessing and manipulating different forms of informa-
tion. Technical developments suggested, however, that the original dream was much
closer to realization and that it could be extended in various ways. Many innovations
had impressed Bush, but the most significant were magnetic tape, the transistor, and
the digital computer.

Magnetic tape was a more suitable storage medium than the dry photography of
Memex I. It could be written to, or erased, almost instantaneously and it could hold
more information. Magnetic tape also had greater multimedia capability—in addition to
recording text or still images, it could hold “scenes, speech, and music” as well as movies
and television.

Memex | aided its owner by storing and retrieving information by association and
by automatically performing repetitive, time-consuming mental tasks. Memex Il envi-
sioned an extension of these benefits with large, professionally maintained associational
databases. These databases could be purchased on tape or even delivered remotely via
facsimile transmission. Bush'’s trails of associations would now be more sophisticated
(color-coded to reflect their age, for instance) and reinforced by repetition, much as the
mind can reinforce its memories.

More significant, however, were the ways in which an improved Memex might be
combined with a digital computer. The Memex could efficiently organize enormous
amounts of information, and it could perform basic logical operations on that informa-
tion. To realize its full potential, however, Bush believed that “Memex needs to graduate
from its slavish following of discreet trails . .. and to incorporate a better way in which
to examine and compare the information it holds” (Bush, in Nyce and Kahn 1991, 180).
The computer seemed to Bush to offer the possibility of such a “better way.” Memex I
could be used in many different disciplines. As an example, Bush sketched a system in
which this new, hybrid machine would use evaluation functions to continually revise its
recommendations for medical diagnoses and treatment plans to physicians. His machine
would learn from experience, effectively incorporate incomplete or even contradictory
information, and thus even demonstrate a form of judgment. Doctors could use Memex
to supplement their own memories of particular cases and to receive diagnostic advice
based on the machine’s database of previous cases and treatments.

Bush stressed that such machines would always be subordinate to their human owners
and he thought that there would be areas of human creative endeavor that “will always be
barred to the machine” (Bush, in Nyce and Kahn 1991, 183). But he also recognized the
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significance of early work in artificial intelligence (Al) and he even anticipated, at least in
general outline, such future Al initiatives as expert systems.
Bush's work is remarkable for its early insights into the ways

Al and Expert Systems in which multimedia machines might improve the collection and
Artificial intelligence is a field of computer use of information. He knew that advancing technology provided
science dedicated to developing computer an opportunity to shape new tools to serve human needs and his

systems that behave as if they have human
intelligence. Expert systems were Al initia-

work remains a model of the creative possibilities of “imagineer-

tives of the 1970s and 1980s. These systems ing.” The revolution Bush foresaw continues, and it continues for a
incorporated the knowledge of content reason that he glimpsed but did not fully articulate. The machine

experts such as physicians or engineers. One
of the first, Mycin, aided in the diagnosis of

blood diseases.

that he saw as a useful addition to his Memex came to dominate
allinformation systems and, for that matter, virtually every aspect

of modern life. The source of the extraordinary development, and
continuing potential, of the digital computer is to be found powerfully expressed in the
work of another 20th-century theoretician, the British mathematician Alan Turing.

Alan Turing and the Universal Machine

Alan Turing (1912-1954) was an important contributor to the development of the
modern computer. Turing made practical contributions to computing, including work
on a special-purpose computational machine, the Colossus, used to break the German
Enigma code in World War Il. His most significant contribution was theoretical, however.
He made it in 1936, well before there were any digital computers at all. In that year,
Turing published a paper with the formidable title, “On Computable Numbers with an
Application to the Entscheidungsproblem.” The paper was concerned with the problem
of proving whether or not there could be an effective procedure (that is, a step-by-step
process) to answer all questions of mathematics.

He concluded that there would always be mathematical problems that could not pos-
sibly be solved. In order to demonstrate this, Turing needed a clear definition of “effec-
tive procedure.” He found his definition in the operation of a kind of abstract machine,
which has come to be known as a Turing machine.

A Turing machine is an imaginary device with three main components: first, an infi-
nitely long tape consisting of a single row of squares; second, a read/write head that can
move along the tape one square at a time; and third, a set of instructions. The machine
can read and write a number of symbols and can be changed from one to another “state.”
What the machine does at any particular time is determined by the state itisin, the con-
tents of the tape,and the rulesitis given to follow. Once setin motion, the machine scans
the square above its read/write head, compares the contents of the square to its instruc-
tions, performs the relevant operation (writing, erasing, leaving blank) and moves left
or right to start the process once again on another square. When the machine reaches a
state in which no more instructions apply, it halts. The marks remaining on the tape then
represent the response to the task at hand.

Turing’s analysis suggested that “Turing machine computable” and “effective pro-
cedure” mean the same thing; any time we have an effective procedure we can always
design a specific Turing machine to carry it out. If we know how to calculate the area of a
sphere, we can create (at least in our imagination) a Turing machine to perform this task.
If we know how to plot the trajectory of an artillery shell, we can create another Turing
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machine that will carry out this task, and so on. Every effective procedure will have a cor-

responding Turing machine.

Such single-purpose machines were, however, only part of Turing's analysis. He also

demonstrated that it was possible to build one machine that
could imitate any and every single-purpose machine. This new
machine, the so-called universal Turing machine, stood ready to
carry out (at least in theory) any conceivable effective procedure.

The universal Turing machine differs from a simple Turing
machinein thatitis able to accept a description of another machine
and imitate the latter’'s behavior. The universal Turing machine, in

An effective procedure is a step-by-step
process guaranteed to produce a particular
result. For instance, the rules of long divi-
sion provide an effective procedure for cal-
culating the result of dividing one number
by another. If we follow each step properly,
we are guaranteed a correct answer.

short, is universal because it can imitate any Turing machine. If we

can build a machine to add and another to alphabetize lists, we can also build a third that
can perform both tasks. In fact, the third can perform the tasks done by any Turing machine
at all. This means that there is a single machine that can carry out any effective procedure.

Turing showed how such a universal machine could be built—how data and instruc-
tions could be given to it, how the machine might process the data, and how it could
then return an answer. The modern electronic computer is a practical embodiment of
Turing’s universal machine. The programs we install on our computers in effect turn
them into a variety of special-purpose machines—machines to solve equations, process
words, edit photos, compose songs, create video, and so on. Qur computers have impor-
tant limitations, of course: they always seem to need more memory, processing speed,
and bandwidth. But the question naturally arises: What might we do with a computer if
we could have all the computational power we might want?

Turing's central contribution was to answer this question. His answer was that such a
computer could perform any information-processing task for which we (or the computer
itself) can devise a set of rules.

The radical implications of his answer were not lost on Turing himself. Later he would
argue that computers would one day think for themselves and that the answers to any
question posed to them would be indistinguishable from the answers of human beings.
He even proposed an exercise, the so-called Turing test, that he thought would prove
this.

Multisensory experience would also eventually be possible for Turing’s machines. He
envisioned such future creations moving about, gaining their experience from direct
interaction with the world, and learning in much the same way as humans learn. This
dream, of course, presupposes a very sophisticated form of multimedia computing and
one that many would reject for a variety of reasons. Objections aside, however, Turing’s
enduring legacy was his demonstration of the remarkable power and versatility of the
computer—if we can think of a way to do it,a computer can do it. Computationally, there
is every reason to dream and there is no end to the magic.

1.3 Second-Generation Innovators

Bush and Turing belonged to a generation of theorists with the imagination and fore-
sight to predict what they could not yet actually do. By the 1960s, the evolution of digital
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Figure 1.4 Nelson's sketch
of a “cross tangle of ideas.”

Figure 1.3 Engelbart's mouse.
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computers led a new generation of theorists to propose innovative practical uses for
these new machines.

Douglas Engelbart: New Forms of Human-Machine Interaction

Like Bush, Douglas Engelbart was convinced that computers could be used to improve
human problem solving. In his 1962 article, “Augmenting Human Intellect: A Conceptual
Approach,” he proposed the immediate development of practical devices to increase “the
intellectual power of society’'s problem solvers” (Packer and Jordan 2001, 90). Engelbart fully
understood the wide-ranging potential of computers and immediately proposed applica-
tions beyond their customary mathematical and sorting operations. In fact, he argued that
anyone who uses any form of symbol (“the English language, pictographs, formal logic or
mathematics”) “should be able to benefit significantly” (69). Among the innovations he
proposed in his article were word processing (“think of it as a high-speed electric typewriter
with some special features” [74]) and computer-aided architectural design.

Engelbart insisted that there was no need to wait for an improved understanding of
the human mind or for more powerful computers: progress on augmentation systems
could be made immediately. He then acted on his own advice. With funding from the
Advanced Research Projects Agency (ARPA), he established a team of researchers at the
Stanford Research Institute, and by 1968 he was able to demonstrate (at
the Fall Joint Computer Conference in San Francisco) several significant
innovations in human-computer interactivity. These included the mouse
(Figure 1.3), windows for text editing, and electronic mail. These compo-
nents were integrated into a system that he called the NLS, or oNLine-
System. Engelbart had pointed the way to a new, intuitive interface with
computers and to new ways in which computers could be used to com-
municate with others.

Theodore Nelson: Hypertext and Hypermedia

Ted Nelson was a pioneering theorist of early computer communications. He coined the
terms hypertext and hypermediain 1963 to represent his vision of a new form of informa-
tion storage and retrieval. Hypertext is interactive text that is linked to other
information. Engelbart’'s mouse might now be used to click on a word, causing
the computer to transport the user to another screen of text containing a defi-
nition, explanation, or other related information. Hypermedia extends this
interactivity to other media, such as images, sounds, or animations.

Nelson’s vision was directly and deeply influenced by Vannevar Bush's 1945
article, “As We May Think” and by Douglas Engelbart’s explorations of interac-
tive computing. Like Bush, Nelson emphasized the associational qualities of
human thought, but he also carried this vision further than Bush. For Nelson,
knowledge was intrinsically unstructured, “a vasty cross-tangle of ideas and evi-
dential materials, not a pyramid of truth” (Packer and Jordan 2001, 157) (Figure
1.4). “Professionalism,” he suggested, “has created a world-wide cult of mutual
incomprehensibility and disconnected special goals. Now we need to get everybody
back together again” (161).
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The computer, he argued, would be central to this task. Engelbart’s NLS, with its
keyboards, screens, mouse, and network connections, impressed Nelson as a “wonder
and a glory” (162). NLS showed how the computer could revolutionize the creation
and transmission of knowledge. Nelson began to plan a vast knowledge resource that
would create “a community of common access to a shared heritage” (161). He called
his proposed worldwide, cultural resource Xanadu after the “magic place of literary
memory” (155) described in a poem by Samuel Taylor Coleridge. No longer focused on
the needs of scientists and other specialists, the Xanadu project would create a dynamic,
ever-expanding, hypertext library available to everyone. Xanadu would also support
collaborative editing, track text changes throughout the revision process, and provide a
means of crediting authors and distributing royalties. While Xanadu itself has not been
completed, it serves as a model of the form Bush’s original dream might take in an age
of universal Internet access.

In Nelson'’s vision, hypertext and hypermedia would transform the uses of machines,
placing them in the service of humans the world over. As he expressed it in 1974: “Now
that we have all these wonderful devices, it should be the goal of society to put them in
the service of truth and learning” (161).

Alan Kay: The GUI and the Multimedia Computer

Among the members of the enthusiastic audience for Engelbart’s 1968 presentation was
Alan Kay. Kay was introduced to the field of interactive computer graphics as a graduate
student at the University of Utah. His doctoral dissertation dealt with a personal informa-
tion device very similar to the modern laptop computer.

In the early 1970s, Kay joined Xerox PARC (the Palo Alto Research Center) and founded
the Learning Research Group. Here he combined his interest in computer technology
with explorations of various learning theories. His goal was to
design a computer to support the ways in which people actually
perceive, learn, and create. He named his proposed machine the
Dynabook and he thought of it as a “personal computer” (Figure
1.5). But “personal” did not mean “personally owned” for Kay— it
meant “intimate,” closely tied to the mind and interests of its user.
And the users were not going to be computer specialists—anyone
should be able to use the Dynabook. This meant that Kay needed to
find an intuitive, natural way for people to interact with computers.

Kay's solution is known as a GUI (pronounced “gooey”) or
Graphical User Interface. A GUI uses graphic symbols to represent
the components and processes of computers—a picture of a typed
page to represent a text file, a folder to represent a directory, and
so on. These elements are selected and used with a combination
of input devices such as a mouse and keyboard. Today the graphical user interface
is nearly universal and is often taken for granted, as if it was the inevitable result of
advancing technology. In fact, Kay produced the GUI by adapting technology to the
insights of various learning theorists including Jean Piaget, Seymour Papert, and
Jerome Bruner. The interface Kay designed was intuitive because it grew out of basic
principles of human learning.

Figure 1.5 Sketch of proposed
Dynabook.
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The Dynabook was also intended to support a wide range of creative activities. Kay
envisioned the computer as a powerful aid to writing, painting, and music composi-
tion. His research group designed programs to support each of these areas, allowing
the machine to display graphics and play music as well as process numbers and text. In
fact, the Dynabook was to be a full-blown multimedia computer—he called it a meta-
medium, a machine that could embody any medium. The Dynabook would also be
modeless. Users would be able to move seamlessly among different media, not thinking
of themselves as confined to writing, painting, or animating mode. They could switch
instantly to a different medium and activity by simply clicking on another window.

The Dynabook became the model forintuitive, accessible multimedia computing, and
although it was never put into production, it greatly influenced the first commercial GUI
computer, the Xerox Alto produced in 1973.

Steve Jobs: The Multimedia Hardware Revolution

Imagine having your own self-contained knowledge manipulatorin a portable pack-
age the size and shape of an ordinary notebook. Suppose it had enough power to
outrace your senses of sight and hearing, enough capacity to store for later retrieval
thousands of page-equivalents of reference materials, poems, letters, recipes, records,
drawings, animations, musical scores, waveforms, dynamic simulations, and anything
else you would like to remember and change (Kay and Goldberg 2003, 394).

For the population at large, the vision Kay presented of a new form of multimedia com-
puter was, in 1977, little more than an enticing dream. Steve Jobs and the Apple com-
puter would change that.

Steve Jobs (1955-2011) and Steve Wozniak founded Apple in 1976. In 1979, Jobs
visited Xerox PARC and was immediately “saturated,” as he would later say, by the idea of
the graphical user interface. Jobs saw in the GU| a potential revolution, one that “empow-
ered people to use the computer without having to understand arcane computer com-
mands” (Jobs 1995). By 1984, this “humanistic” idea had been given technical expression
in the Apple Macintosh.

The Macintosh was conceived and marketed as a direct challenge to the IBM per-
sonal computer (PC). In the 1980s, IBM used the Microsoft DOS operating system.
Computer users typed cryptic commands to instruct the machines to perform such
tasks as loading programs, saving files, or accessing storage devices. This “command-
line" interface required users to learn the language of the computer, a language that
few found intuitive.

The GUI, as it was further developed and refined at Apple, allowed users to control the
computer through icons with familiar human associations—desktops, file folders, trash
cans, and the like. These graphical symbols were only one aspect of Apple’s multimedia
vision. The Mac was also the first mass-produced personal computer with built-in sound
support. In fact, the first Macintosh actually introduced itself to the audience by speaking.

Jobs’s vision of “communication appliances” that could serve the needs of a wide
range of people could now be putinto practice. Musicians, graphical artists, publishers,
scientists, and engineers soon were using Macs.

Millions of Macs would eventually be sold. The GUI and multimedia functionality
had become mass-market innovations. In 1985, Microsoft announced Windows 1.0, a



1.3 Second-Generation Innovators

graphical user interface added to the DOS operating system. The release of Windows
led to an extended legal controversy between Apple and Microsoft, with Apple alleging
infringement of its rights to the GUI. Apple would ultimately fail to prevent the prolifera-
tion of the Windows operating system, ironically fulfilling Jobs’s own ambitions for the
Macintosh:

Macintosh was basically this relatively small company . .. taking on the goliath, IBM,
and saying "Wait a minute, your way is wrong ... and we are going to show you the
right way to do it and here it is. It's called Macintosh and it is so much better. It is going
to beat you and you're going to do it.” (Jobs 1995)

And so they did. Today we need no longer speak of “multimedia computers” for the
simple reason that computing routinely incorporates all media.

Tim Berners-Lee: From Hypertext to the World Wide Web

In the 1980s, the British engineer Tim Berners-Lee began actively exploring the practi-
cal application of hypertext and hypermedia. Berners-Lee worked at CERN, the European
particle physics laboratory at Geneva, Switzerland. CERN, like most large organizations,
was structured hierarchically, but it actually functioned, as Berners-Lee saw it, as “a
multiply connected ‘web’ whose interconnections evolve with time” (Packer and Jordan
2001, 192). Communication crossed departments and the most productive thinking
often occurred in informal settings such as hallways. This fluid structure, with its uncon-
strained flow of information among researchers, was an important source of the creative
environment of the lab. When combined with a high turnover rate, however, it could also
be a source of frustration—information was sometimes lost and only recovered “after a
detective investigation in an emergency” (192).

Berners-Lee noted that the needed information often existed; it simply could not be
located. Like Bush and Nelson before him, he was struck by the inadequacy of conven-
tional modes of storing and accessing information. Hierarchical patterns, such as tree
structures, simply could not accommodate the multiple interconnections that often
accompanied the lab’s research findings. A new structure was required, one that would
“not place its own restraints on the information” (193).

The solution he proposed was a “‘web’ of notes with links (like references) between
them” (193). The items to be linked he termed nodes. Nodes could be virtually anything:
any form of text, graphics, or other media. Borrowing a term from Ted Nelson, Berners-
Lee spoke of his proposed system as hypermedia.

In the late 1980s, various commercial products, such as HyperCard by Apple, made it
possible to create hypermedia applications on individual computers (Figure 1.6). Berners-
Lee had broader objectives in mind, however. The first of these was “remote access
across networks”"—hypermedia resources should be broadly distributed. Since different
systems were used on the network at CERN (Unix, Macintosh, etc.), “heterogeneity” was
another requirement: the same hypermedia resources should be accessible regardless of
computer platform. “Private links” were another specification: “One must be able to add
one’s own private links to and from public information. One must also be able to anno-
tate links, as well as nodes, privately”(Berners-Lee 2001, 198-199). Finally, in keeping with
his conception of a flexible web of information, Berners-Lee insisted upon “non-central-
ization.” “Information systems,” he insisted, “start small and grow. They also start isolated
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and then merge. A new system must allow existing systems to be linked together with-
out requiring any central control or coordination” (198).

Home

@1987-1395 apple Computer , Inc
All Rights Reserved.

< & X &

HyperCard Tour HyperCard Help Practice Mew Features

Welcome to HyperCard a3

Calor Tools are ON

Berners-Lee had identified the essen-
tial conditions for the emergence of
a revolutionary form of information
system—a system accessible from any
computer, anywhere; a system to which
anyone could add information at any
time; a system that could incorporate
and interrelate multiple media; and a

system that could take on a life of its
own, developing organically without
any central guidance or control exer-
cised over servers, documents, or links.
With the response at CERN less than
enthusiastic, Berners-Lee developed
the essential elements of what would
become the World Wide Web on his
own. In 1990, he developed the software
needed for servers (the computers that

% >
P
et E

Art Bits Addresses

QuickTime Tools

Phone Dialer

AppleScoript Text Controls

AppleScript Mail Merge

Stack Kit

Figure 1.6 HyperCard.

store and distribute information). He also created the first browser programs to be used
on the individual machines connected to the server (clients). In the following year, he
began distributing his software to scientists over the Internet. These first programs were
written for a specific computer called the Next. This was the machine used by Berners-
Lee and many of his colleagues at CERN. In 1993, graduate students at the University
of lllinois developed Mosaic, a version of the browser for use on the Macintosh and the
PC. Mosaic opened the Web to millions of computer users the world over. The explosive
growth of the Web was underway.

The Web made a dramatic contribution to the development of multimedia com-
puting. In the 1980s, the arrival of CD-ROMs had offered the first practical solution
to the problem of storing and delivering large multimedia files. CD-ROMs could hold
the information of hundreds of floppy disks. They could be reproduced inexpensively
and shipped easily. They were limited, however, in two critical respects—they were
expensive to master and they needed to be formatted differently for different computer
platforms. The Web immediately addressed the issue of cross-platform compatibility; all
computers connected to the network could (with appropriate software) read the same
information. It also dealt with expense, as multimedia websites could be inexpensively
created and distributed nearly instantaneously.

Multimedia computing soon became a worldwide phenomenon with endless
possibilities.

1.4 Legacy of the Multimedia Pioneers

The multimedia revolution was born in Bush’s recognition that something was bound
to come of the dramatic technical innovations of the 20th century. Microfilm, magnetic
storage, vacuum tubes, and transistors would lead to new tools that would transform
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our understanding of the world. His Memex promised to both empower and change us,
altering what we could do, and how we think.

Bush also understood that the tools that shape understanding could, in turn, be
shaped by understanding. His enduring legacy is the inspiration he provided to others to
actively design new technologies to meet human needs and interests.

The machine that would eventually make Bush’s vision possible was the digital com-
puter. In Alan Turing's pioneering theoretical work, the defining feature of this fundamen-
tally new kind of device was made clear—the computer was a universal machine. This
meant, among other things, that the computer was a device of unprecedented flexibility.

Douglas Engelbart used this flexibility to develop novel forms of human-computer
interactivity. His mouse, windows, and electronic mail made computers more accessible
and useful, furthering his goal of “augmenting human intellect” and improving com-
munication. Drawing on Engelbart’s vision, Alan Kay developed the GUI and the first
multimedia computer. Steve Jobs and Apple Computer made Kay's vision a practical
reality by creating the Macintosh.

Theodore Nelson further developed Bush'’s early vision of associational indexing in the
form of hypertext and hypermedia. Nelson's work was, in turn, given powerful expres-
sion in Tim Berners-Lee's development of the foundations for the World Wide Web.

1.5 Multimedia Today

Many elements of the visionary proposals of Bush and his successors, such as links,
associational searches, mice, and GUIs, are how practical realities. Today's multimedia
revolution takes these developments even further, transforming all forms of communica-
tion. In Bush's vision the elements of scientific knowledge could be linked and shared;
in the multimedia communications revolution individuals are linked and multiple media
become tools of individual expression. Social media—Facebook, Twitter, YouTube, and
others—allow instant sharing of words, photos, and videos. Powerful, easy-to-use edit-
ing software makes it possible for virtually anyone to create new combinations of pre-
existing songs, photos, and videos. The resulting mashups expand the possibilities of
creative expression while also challenging traditional copyright protections.

These are dramatic, far-reaching developments, but the revolution that the multi-
media pioneers foresaw is far from complete. They knew that human ingenuity could
actively shape an emerging technology. They glimpsed new possibilities as they consid-
ered the fundamental properties of computers, information, and people and they devel-
oped machines and systems to match this potential. As they well understood, however,
a universal machine has unlimited possibilities, possibilities to be further defined by a
new generation of multimediainnovators. Perhaps their greatest legacy is the inspiration
they provide to continue the “imagineering.” There are also specific reasons, inherent in
contemporary social and technological changes, to anticipate a further development of
the potential of digital multimedia. These include:

m A continuing technical revolution in hardware and software. Refinements in exist-
ing technologies and the development of new modes of computing will continue to
increase computing power while lowering costs. Greater computing power will con-
tinue to spread to an ever-wider array of users.
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= Continued integration of computers in other devices. “Smart” products of all kinds
will lead to refinements in sensors and processing that will improve our understand-
ing and control of existing media and lead to the creation of others. Multimedia will
include new interactive possibilities with text, images, video, and animation and with
the devices that produce them. New possibilities, including smell and tactile experi-
ence, will be added to the multimedia experience.

= The “digital merger” of disparate technologies and industries. The merger of film, tele-
vision, radio, telephone, and the Internet is driving a growing appetite for multimedia
communication. No longer is a phone simply an instrument for conveying sound; no
longer is catalog shopping a simple engagement with a printed page. As technologies
and industries are joined, they generate a corresponding merger and integration of
media.

® Further development of wireless communications. As wireless networks become
more powerful and more widely available, the use of mobile multimedia devices will
increase. This in turn will generate an expanding market for multimedia “apps” of all
types.

m The expansion of creative opportunity. The most important source of the continuing
revolution in multimedia is the creative potential generated by the worldwide distri-
bution of computing power to an ever-wider array of individuals. The great revolutions
of the past developed in circumstances that created a synergy of disparate visions and
experiences. Digital communications have dramatically increased both the speed and
the reach of interpersonal contact across all cultures, while simultaneously providing
a common teol of virtually unlimited flexibility.

In the following chapters, we will explore the fundamental concepts and the practical
tools needed to participate in the ongoing magic of the multimedia revolution. As we
use those tools, we should remember the dreams of those who helped to shape them.
We, too, have the power to shape tools to our purposes, to improve traditional modes of
communication, and to create entirely new ones.

Key Terms

Adaptive multimedia
Alan Kay

Intellimedia
Interactive multimedia

Alan Turing Mashup

Artificial Intelligence Memex

Basic interactivity Metamedium

Douglas Engelbart Modeless

Dynabook Multimedia

Expert systems Noninteractive multimedia
GUI Steve Jobs

Hypermedia Ted Nelson

Hypertext Tim Berners-Lee
Immersive multimedia Trails
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Review Questions

1. Whatis contemporary multimedia?
2. Why are media professionals building their careers with digital technology?
3. What is the essential difference between interactive and noninteractive multi-
media? Give an example of each type.
4. Why is hypermedia a more advanced form of interactive multimedia?
5. What are two features of adaptive multimedia?
6. Why is virtual reality called immersive multimedia?
7. Why is multimedia interdisciplinary?
8. Why did Bush propose his Memex | and I1?
9. What are the distinctive features of Memex | and II?
10. How is the simple Turing machine different from a universal Turing machine?
11. Whatdid Theodore Nelson hope to achieve with his Xanadu proposal?
12. Whatdid Alan Kay mean by “personal computer”?
13. Why was the Macintosh a turning pointin multimedia computing?
14. Why was Tim Berners-Lee's development of the World Wide Web significantin the
evolution of multimedia?
15. Why is “imagineering” significant to multimedia?
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Chapter 1 The Multimedia Revolution

Discussion Questions

1.

What is a revolution? In what ways has computing generated a multimedia revo-
lution?

In what ways is multimedia central to the theoretical design of Vannevar Bush's
Memex systems?

Discuss the relevance of Turing's universal machine to the future of multimedia
technology.

Explain the significance of the Turing test.

Explain the similarities among Bush, Nelson, and Lee in their approaches to man-
aging information.

Identify the pioneers in multimedia computing and list the main contributions of
each.

Compare and contrast the visions of the multimedia pioneers and the realities of
multimedia computing today. Which of their dreams has been realized? Which
remain unfulfilled? Which aspects of modern multimedia did they fail to antici-
pate?

Research current developments in virtual reality or video games and report how
they are extending the potential of multimedia.
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Chapter 2 Digital Data

The language of modern multimedia is digital. Most multimedia products—presen-
tations, websites, tutorials, games, and films—are created and delivered using digital
computers. Multimedia developers encounter a varied, and constantly changing, array
of digital codes—ASClII, RTF, TIFF, JPEG, PDF, MP3, MOV, and so on. Understanding their
nature, purposes, advantages, and limitations is essential for effective work in all areas
of digital media.

This chapter presents the elements of digital encoding and explores the basic tech-
niques and issues common to the digital representation of various media. After complet-
ing this chapter you should understand:

= Relationships among symbol, data, and information

Main differences between analog and digital data

Use of bits to encode digital data and the meaning of effective and efficient codes
Essentials of files—formats, compression, and conversion

Digitization—sampling, quantization, sample resolution, and sample rate
Description-based and command-based media

Key advantages and challenges of digital information

2.1 Symbols, Data, and Information

Multimedia applications include many different types of information. Information begins
with data, and data is encoded using symbols.

Symbols are representations, or “stand-ins,” for something else. Groups of letters
often serve as symbols of words, as they do on this page. What letters and other symbols
represent is determined by the convention that governs their use. The convention of
roman numerals, for example, uses letters to represent numbers rather than words—IX
stands for 9. Agreed upon conventions facilitate communication by defining the mean-
ing and use of symbols.

Symbols organized and understood according to a convention are used to represent
data. Data are the givens of experience—measurements, observations, facts, beliefs, and
the like. A listing of 24 numbers (30.12, 30.05, 29.99, etc.) summarizing hourly barometric
pressure readings is data.

This listing of data is not yet information. Information is data made useful, data
interpreted and applied to produce understanding. The amount of information
conveyed through data is dependent on the knowledge of the recipient. The casual
observer may see the numbers above and understand that the barometric pressure is
dropping. The meteorologist prepares for the approaching storm. Multimedia devel-
opers carefully consider the knowledge and skills of their intended audiences. Only
in this way can they ensure that the data presented in their applications will become
meaningful information.

Data: Digital and Analog

Data is either digital or analog. Digital data consists of separate, discrete units. A digital
clock presents the time as a sequence of distinct numbers. Analog data varies continu-
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ously. An analog clock presents time through the continuous movements of its hands
(Figure 2.1).

Traditionally, images and sounds were created
and delivered in analog form. Paintings and photo-
graphs were composed of continuous areas of color,
and music was produced through analog motions of
strings, reeds, and other devices. But analog media
cannot be directly created, edited, or distributed by a
digital computer. To take advantage of the power of
the computer, multimedia data must be digital. Figure 2.1 Data—analog and digital.

2.2 Digital Data: Bits, Bytes, and Codes

Digital information starts with digital data, and digital data starts with digits. A digit can
be any one of the 10 symbols, 0-9. Most people are very familiar with this “base-10"
system—it's the one they use in their everyday lives. Some of the first digital computers
also made use of all 10 digital symbols.

Modern computers are electronic and many of their components (such as transistors)
are especially well suited to represent one of two different states (high/low voltage, mag-
netized/nonmagnetized, etc.). As a result, the “language” of these machines uses only 2
of the 10 available digits: 0 and 1. The symbols 0 and 7 are the two elements of a binary
system (“binary” means having two parts). Each is a binary digit or, for short, a bit.

Bits are the symbols used to encode modern digital data. Digital encoding is the
process of assigning bits to a data item. The number of bits a coding system requires
depends upon the number of distinct data items to be represented. Each item must be
given a unique symbolic representation, that is, a unique arrangement of bits. More bits
make it possible to generate a larger number of distinct combinations.

If only two data items need to be encoded, such as a “yes” or “no,” a single bit
suffices. The bit can take on one of two values and a convention could be adopted
in which a 1 designates "yes” and a 0 designates “no.” One-bit encoding has obvious
limitations. For instance, a 1-bit digital code for temperature could only represent two
readings of a thermometer. 0 might stand for a temperature of 0 degrees Celsius, and
T might designate 100 degrees Celsius. This coding scheme could then alert us to the
likely freezing or boiling of water, but it could not tell us anything about other tem-
peratures.

Adding another bit to the code produces four distinct combinations: 11, 10, 01, and
00. These combinations still employ just the two symbols, 0 and 7, but now more than
one symbol is used to represent the data item. Using a 2-bit code, the four possibilities
A, B, C, or D for a multiple-choice question could now be represented. But a 2-bit coding
system would still be inadequate for most uses of temperature readings. Just four tem-
peratures, for example 0, 33, 67, and 100 degrees Celsius, could now be represented—
still not enough to allow us to choose between a t-shirt and a parka as we leave for work
in the morning.

A 3-bit code produces eight distinct 3-bit combinations: 111,110,101, 100,011,010,
001, and 000. In general, the number of distinct bit combinations that can be produced
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is given by the formula, 2", where n is the number of bits used in the code. A four-bit
code can thus represent 2%, or 16, distinct data items. Each additional bit
FUUI:;lJit codes are known as adds a power of two and thus doubles the number of unique encod-
“nibbles.” .
ings.

Eight-bit codes allow for 256 distinct data items (2°). This is more than
adequate to represent the variety of symbols in most uses of the printed English lan-
guage (the letters of the alphabet, numerals, punctuation marks, mathematical and
scientific symbols, etc.). It is also adequate for some uses of sound and graphics (256
differentamplitude values for sound samples or 256 colors in pictures). Computers also
usually process data either in 8-bit format or in a format that is a multiple of 8 bits, for
example 16, 32, or 64 bits. This 8-bit unit is so commonly used in computing that it has
a name of its own—a byte.

Effective and Efficient Codes

An effective code is one that can represent each desired data item with a unique com-
bination of symbols. The days of the week can be effectively encoded using 3 bits; the 12
months of the year would require 4.

In addition to effectively identifying individual data items with
unique codes, a coding scheme should also be efficient. An efficient

Character  ASCII-8

0 00110000
0011 0001
0011 0010
0011 0011
0011 0100
0011 0101
00110110
0011 0111
0011 1000
0011 1001

OO~ dOmU AW =

0100 0001
0100 0010
0100 0011
0100 0100
0100 0101
01000110
01000111
0100 1000
0100 1001
0100 1010
0100 1011
0100 1100
0100 1101
0100 1110
0100 1111
0101 0000
0101 0001
01010010
0101 0011
0101 0100
0101 0101
0101 0110
0101 0111
0101 1000
0101 1001
0101 1010

N<S<XS<CHOAIPTVOZEIrA«"IOMMOO®>

code is one that does not waste processing, storage, or transmission
resources. Longer encodings use more bits and consume more process-
ing time, storage space, and transmission bandwidth. Efficient codes
conserve these resources. For example, if the goal is to represent each
degree of temperature between the freezing and the boiling point of
water on a Celsius scale (0-100 degrees), 6-bit codes are not enough
(64 possibilities) and 8-bit codes are too much (256 possibilities). 7-bit

a 0110 0001 codes (128 possibilities) provide the closest match and the most effi-
- g::ggg}f cient encoding.

d g:j‘g gjlg? A basic concern in all multimedia development is ensuring that the
{ 01100110 digital encoding being used can effectively and efficiently represent
- g}:g?&g the required range of media data. As the range or quality of media
ji g acet expands, developers often need to adopt more flexible coding options.
k 0110 1011 For example, the original formulation of the text code known as ASCII
| : . : .

i 3118 }13‘1’ (American Standard Code for Information Interchange) used just 7 hits.
AR This was adequate for the representation of the letters, numbers, and
P gm g%g other symbols used in computer-generated text at the time. Later, the
T 01110010 eighth bit was added to double the number of available codes. In this
f gm g%& new character set, called extended ASCII or ASCII-8, more specialized
! gm gj‘% symbols, such as Greek letters and logical operators, could also be rep-
w 0111 0111 resented (Figure 2.2). Unicode, a later standard, uses 16-bit codes to
; 311} :%? effectively designate over 65,000 individual characters. This supports
z 01111010

the digital encoding of many more written symbols and a wide range

Figure 2.2 ASCII codes. of languages.
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2.3 Digital Files

A computer file is a container for binary code, which is the universal language of a
computer. Everything a computer does, from startup to shutdown, must ultimately be
represented as 0s and 1s. This includes the instructions, or programs, a computer follows
to carry out its operations as well as the data it processes. A file format is the conven-
tion that specifies how instructions and data are encoded in a computer file. Without a
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specific file format, a binary code has no meaning.

File Sizes

The size of a file is usually measured in numbers of bytes. The
term kilo designates one thousand in the metric system. Because
computers use a binary system, storage capacities are given as
powers of two. In computer parlance, a kilo represents 2 or
1024—in other words, approximately 1000. A kilobyte (KB) is thus
1024 bytes. Similarly mega designates one million. When applied
to computer codes, mega stands for 22° or 1,048,576. A megabyte
(MB) is 1,048,576 bytes or approximately a million bytes. Similarly
a gigabyte (GB) is approximately one billion bytes and a terabyte
(TB) is approximately one trillion bytes.

File Extensions

A file extension is a series of |etters that designate a file type. File
extensions follow a dot at the end of a file name and are usually
limited to two to four letters. For instance, a file with the exten-
sion .ai is an Adobe lllustrator file, .exe is a Windows program file,
.docxis a Microsoft Word document, and .htmlis a web document.
There are hundreds of extensions. Some of the more important
ones for multimedia developers are listed in the text box on this
page and discussed in later chapters.

Extensions are important for multimedia developers for two
main reasons. First, they immediately identify afile type and, often,
even the program that created the file. This greatly simplifies the
challenge of keeping track of the many media files and programs
that make up a multimedia application. Second, file extensions
are often used by a computer's operating system to identify and

Bytes and Bits

KB and Kb are not the same. KB is the
abbreviation for kilobytes. Kb stands for
kilobits. Similarly, Mb, Gb, and Tb are refer-
ences to bits, not bytes. These bit measures
are often used to describe electronic transfer
rates, for example a 56 Kbps (kilobits per
second) modem or an 800 Mbps (megabits
per second) FireWire interface.

Common Multimedia File Extensions

.ai — Adobe Illustrator graphic

.avi - Windows video

.bmp - BMP graphic

.docx - Word document

.gif — GIF graphic

.htm or .html - Hypertext Markup
Language

Jjpg - JPEG graphic

.mov — QuickTime video

.pct - PCT graphic

.pdf - Portable Document Format

.png — PNG graphic

.psd — Photoshop image

.txt — ASCII text

wav — Windows audio

launch an appropriate program to open the file. A developer can simply double-click a
file's icon and begin working on it. Removing the extension may require the user to iden-
tify a compatible application before the file can be opened. Given these advantages, it is
good practice to maintain the extension when naming or renaming files.

File Compatibility

Although nearly all digital computers use binary codes, they do not necessarily use the
same codes. Different computer systems, or platforms, use different hardware and
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software (see Chapters 3 and 4). As a result, a file that can be read and processed on one
computer platform, such as a Windows PC, often cannot be used on another, such as a
Macintosh. In addition, there are many variations in data file formats both within and
between platforms. One of the most important concerns for multimedia developers is
file compatibility, ensuring that a computer can process the instructions or data that
are encoded in a particular file format.

Program files give the computer its instructions. They include operating systems
(Windows, OS X), programming languages (Java, C++), and applications (Word, Excel,
Photoshop). Programs are developed for specific computer platforms and are generally
not compatible with other platforms. Multimedia developers often use more than one
computer platform (generally PCs or Macs). The first compatibility issue is whether or not
the program they would like to use is compatible with the intended platform. Widely
used applications such as Word or Photoshop are usually available for PCs or Macs but
the developer will have to own separate copies for each platform.

Multimedia data files—text, images, sounds, video, and animations—pose two prin-
cipal compatibility challenges. The first is whether or not the file format is cross-platform
compatible. A format thatis not cross-platform compatible cannot be used on other plat-
forms. For instance, Microsoft developed the BMP image format and Apple developed
PICT. These two formats are not cross-platform compatible and a developer would not
use PICT images in an application destined for a Windows PC. Instead, the PICT image
would be converted to a Windows format or to a format that can be used by both plat-
forms, such as TIFF.

The second compatibility issue for multimedia data is whether or not different appli-
cation programs on a given platform can process the format. Multimedia developers cre-
ate or edit the various elements of their applications in media-specific software, such as
word processors, graphics programs, or video-editing applications. In some cases, devel-
opers will work with different programs to create a particular media component. For
instance, they may work with an image in a photo-editing application and then add
special effects using another program. The various media elements a developer creates
orimports are then combined using authoring software (see Chapter 10). Throughout the
process itis important to ensure that the files to be used are com-

File Format Checklist for Multimedia
Development

Is the format compatible with:
the operating system of the development
platform?
the operating system of the delivery
platform?
the developer's media-specific software?
the developer's authoring software?

Is a file conversion utility available to pro-
duce a compatible file?

Have copies of original files of all media ele-
ments been saved?

patible with the media-specific and authoring applications that
will be used. For example, some image formats, such as TIFF, can
be used by most image-editing applications and are also widely
compatible with authoring software. Newer formats and those
intended for specialized purposes may not be widely supported—
it took time, for instance, for PNG, a rival to the GIF image format,
to be supported by most image-editing programs.

Native file formats are an important example of specialized
files. These are coding conventions used by specific computer
applications, such as Adobe Photoshop or Corel Painter. Native
formats contain information specific to the application that cre-
ated them. For instance, a file in Photoshop's native format (PSD)

may contain information about filters and other effects applied to the image during edit-
ing. In general, native file formats are not compatible with other applications.
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File Conversion

Problems with file compatibility can often be resolved through file conversion, the pro-
cess of transforming one file type to another.

File conversion can be carried out by specialized applications, such as the Equilibrium
DeBabelizer. It is also often possible to perform conversions using the “Save As” function
in popular media-specific software. For example, a TIFF image captured by a scanner can
be opened in Photoshop and readily saved as a JPEG image for use on the Web.

File Maintenance

The variety of formats that may be required to develop and deliver a multimedia applica-
tion also makes it important to carefully preserve both original and derivative files. Good
file maintenance can save time when applications need to be revised or updated. In
addition, information is often lost or modified in file conversion. Preserving the original
may be critical if the application needs revision or if high-quality copies are required for
future projects.

Effective file maintenance involves three major steps: identification, categorization,
and preservation. Files should be clearly identified in terms of their specific contents,
their general type, and/or their originating program.Contents should be identified by file
names that clearly differentiate each item: LargeLogo, OctSalePrices, MouseClickSound.
Much uncertainty and frustration in developing and revising applications can be avoided
by creating meaningful file names. Standard extensions, as discussed previously, identify
file types or originating programs and should always be retained in file names: LargeLogo.
gif, OctSalePrices.doc, MouseClickSound.aif.

Categorization is the process of meaningfully grouping related files. Electronic fold-
ers serve the same general functions as their paper counterparts. Files are more read-
ily located when grouped as images, text documents, video clips, and so on. More
specific categorization is often essential in multimedia development and may have
the further benefit of indicating an application’s overall structure: JuneSalesimages,
LessonOneAnswers, CellDivisionAnimations. And of course we shouldn’t omit another
important category: PhotoOriginals, SoundOriginals, SourceVideo.

Finally, file preservation includes the preparation and storage of backup copies as well
as their distribution to individuals or departments that may need them for future work.
Key considerations include the durability and the accessibility of the storage medium
and ensuring that important files have been stored in more than one location.

2.4 Digitization

Multimedia developers work with a wide range of media, each of which is usually best
handled in a digital format. Letters and numbers are discrete units. As such, they are
readily represented in digital codes: a convention simply identifies particular letters or
numbers with particular codes. These codes fully represent the letter or number. For
example, the ASCIl code 01001110 01001111 represents the letters N and O with com-
plete accuracy.
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Other data—still or moving images, and sounds—are often presented as continuous,
oranalog, phenomena. To take full advantage of the power of the computer, analog data
must be transformed. Digitization is the process of converting analog data to a digital
format through a process called sampling.

Sampling

Sampling is the process of analyzing a small element of an image or sound and repre-
senting that element in a digital code. Thousands of individual samples are usually col-
lected. They are then combined to re-create the

Original Analog Wave Reconstructed Wave ©figinal analog data in a digital format.
|u To digitize analog sound, thousands of sam-
. - T il ples of the varying amplitudes of the. sour?ud are
- Digital |||”|‘|u“| collected each second. Each sample is assigned
SHmples a binary code indicating its amplitude at that
instant. The computer processes these values
Figure 2.3 Sampling produces a digital version of an analog ~ to re-create the sound from the individual
sound. samples (Figure 2.3). Analog images, such as
photographs, are digitized by sampling their
color at many different points. The re-created image is a grid of picture elements, or
pixels, each having a particular color. If the grid is fine enough, the pixels blend together,

producing the appearance of continuous areas of color (Figure 2.4).

Sampling can produce excellent digital reproductions of analog sources but it also
often produces very large files. Multimedia developers must constantly balance media

Figure 2.4 Image sampling produces a grid of pixels. This section of the deer’s eye is enlarged
1200%. See Color Plate 1.
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quality with the demands of effective and efficient delivery of their products. The two
most important factors governing the quality of sampled media are sample resolution
and sample rate. Sample resolution is directly related to anotherimportantissue in digital
media production, quantization.

Sample Resolution and Quantization

Sample resolution is the number of bits used to represent a digital sample. For example,
an 8-bit sample resolution assigns 8 bits to each sample, permitting any one of 256
possible colors to be represented. Sample resolution is often described as bit depth.
Quantization is the process of rounding off the value of a sample to the closest available
value in the digital code being used.

All sampling involves some degree of quantization. This is because analog phenom-
ena are continuous and sampling always produces a series of discrete values. Because
time and space are infinitely divisible, no finite recording of samples can capture all the
information in an analog source: all samples are, in effect, “rounded off.” On the other
hand, high-quality digital sampling can create virtually indistinguishable digital versions
of analog media. Quantization only becomes a problem when sample resolution is too
low. For example, photographs often contain thousands of shades of color. As sample
resolution is reduced, fewer bits are available for coding and fewer colors can be repre-
sented. Some color samples must then be quantized—matched to the closest available
substitute. If too few colors are available, much of the original image data may be lost.
For example, a light pink and a burgundy might both be represented as the closest avail-
able match, a bright red. Figure 2.5 is an extreme example of quantization. Reducing
the sample resolution from 24-bits to 2-bits reduces the range of individual colors from

Figure 2.5 Quantization: 24-bit v. 2-bit sample resolution. See Color Plate 2.
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millions to just four. Browns and greens must be quantized to gray or black. Gone, too,
are the various shades of blue in the sky.

Using codes with more bits—that is, increasing the sample resolution—counters the
effects of quantization. The 16.7 million distinct encodings of 24-bit sample resolution
make it possible to assign a different code to every shade of color humans can distin-
guish. This produces images that rival the quality of 35mm analog photos.

Sample Rate

The second major factor determining the quality of digital images and sounds is sample
rate. Sample rate is the number of samples taken in a given unit of time (sounds) or
space (images). In the case of sound, the rate is given in
kilohertz, thousands of samples per second. Sample rates for
images are defined spatially and are referred to as spatial
resolution. Spatial resolution typically varies from 72 to sev-
eral thousand pixels per inch.

Low sample rates reduce the quality of digital images and
sounds because they omit original analog information. For
example, the frequency of a sound is determined by the rate
at which its waveform repeats its highest and lowest ampli-
tudes. If too few amplitude samples are taken, high-frequency
information will be omitted, producing a “flattened,” lower-
pitch version of the original. For images, a lower number of

Figure 2.6 Spatial resolution: 300 ppi (left) ~ samples will miss details such as fine gradations of lines, often
v. 50 ppi (right). See Color Plate 3. producing an incomplete, “fuzzy” reproduction (Figure 2.6).

2.5 Digital Encoding of Media

All digital media, whether converted from analog formats or originally produced in digi-
tal form, must be represented in binary code. There are two major approaches to digitally
encoding media: description-based and command-based. In the descriptive approach,
a digital media file contains a detailed representation of the many discrete elements that
compose the image or sound. An image is described by recording the colors of each of its
many individual pixels, thus creating a grid or “map” of their locations. This type of digi-
tal encoding is therefore often called a bitmapped image. Sound is described through
thousands of individual amplitude samples and is known as sampled sound.

Descriptive digital encoding takes advantage of the computer’s ability to store and
process very large numbers of discrete media elements. Although descriptive encod-
ing usually results in larger file sizes, it is often the preferred method for representing
natural scenes and sounds. It also supports very detailed editing. Bitmapped images and
sampled sound are the most common examples of descriptive encoding.

The second approach to encoding digital media takes advantage of another property
of computers—their ability to execute commands. Rather than storing a detailed listing
of constituent elements, the command approach stores a set of instructions that the
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computer then follows to produce digital images and sounds. These instructions, like all
aspects of digital computing, are encoded as bits and bytes.

Sounds can be encoded as commands by specifying musical actions, such as striking
a particular organ key with a certain force and duration. This is the approach used in the
popular MIDI format (Musical Instrument Digital Interface; see Chapter 7). A MIDI file
stores the commands used to produce sounds, rather than the sounds themselves. As
the computer executes the commands, specialized software and hardware (sequencers
and synthesizers) produce the corresponding sounds. Command-based sound is usually
described as synthesized sound, sound “put together” by the computer. Similarly, digital
images can be encoded as drawing commands. For example, commands might specify
that a hexagon be drawn at a particular screen location, using one color for a border and
another for its fill (see Chapter 6). Draw programs, such as Adobe lllustrator, produce
images using the command-based approach.
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Command-based media have important advantages over

delivery of animations.

width, as is often the case on the Web. They can also be scaled

K o o Macromedia Flash, a popular authoring appli-
their descriptive counterparts. File sizes are usually much smaller, cation for the Web, uses command-based

making them particularly useful in applications with limited band- | graphics to lower file sizes and speed the

without introducing distortion, unlike most descriptive media. For
instance, the size of an image can be increased without introducing “jaggies,” the “stair-
step” effect especially evident on diagonal lines when bitmapped images are enlarged.
Similarly, the length of a synthesized sound can be changed without affecting pitch. On
the other hand, it is usually more difficult to produce complex, natural media using the
command approach. Photographs, or the human voice, for example, are usually more
effectively encoded descriptively.

The distinctions between descriptions and commands for encoding digital media will
recur throughout our consideration of the various media included in modern multimedia
applications.

2.6 File Compression

A digital file can easily become very large. This is particularly true
when the file involves description-based graphics, sound, and sion utilities.

StuffIt, WinZip, PKZIP are common compres-

video. An 800 X 600 computer monitor displays 480,000 picture
elements. At photo-quality resolution, each of these is represented with 24 bits. This
requires the computer to store, read, and process over eleven million bits, or approxi-
mately 1.4 megabytes, of information. A video presents 30 of these images every second
and adds sound as well. At well over 30 megabytes per second, this stream of digital
data would quickly overwhelm the memory and processing capabilities of most personal
computers.

Fortunately, the size of digital files can be significantly reduced by file compression.
Compression is the process of re-encoding digital data to reduce file size. A specialized
program called a codec (for COmpressor/DECompressor) changes the original file to the
smaller version and then decompresses it to again present the data in a usable form. A
basic understanding of compression is particularly important in multimedia develop-
ment for two reasons. First, compression is one of the major strategies developers use to
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reduce file sizes. Reducing file size leads to more efficient multimedia applications and is
often essential for effective delivery on the Web. Second, the choice of a particular form
of compression can dramatically affect media quality, and the range of compression
choices is large and constantly evolving. Developers need to understand the fundamen-
tals of compression to select the most appropriate option.

There are two major types of compression: lossy and lossless. In lossy compression,
the number of bits in the original file is reduced and some data is lost. Lossy compres-
sion is not an option for files consisting of text and numbers, so-called alphanumeric
information. Losing a single letter or number could easily alter the meaning of the data.
However, it is often possible to maintain high-quality images or sounds with less data
than was originally present. Lossless compression substitutes a more efficient encoding
to reduce the file size while preserving all of the original data. When the file is decom-
pressed it will be identical to the original. Two examples can help to clarify the nature
of compression generally and, especially, the differences between lossy and lossless
techniques.

Lossy Compression—MP3

hundreds of songs.

MP3 and Portable Music

MP3 also helped revolutionize portable music . ) )
players. One megabyte can hold approxi- lished by the Motion Picture Experts Group (MPEG). MP3 (for

mately one minute of MP3 sound. This MPEGT1, audio level 3) achieved its initial popularity because it
allows iPods and other MP3 players to store

MP3 is a sound file format that incorporates lossy compression.
It is part of a much broader set of compression standards estab-

made it possible to transmit near CD-quality sound files over the

Web. Without compression, the transmission of an original CD file
is not practical for most web users. The CD-Audio standard uses
16-bit samples of the original music taken 44,100 times per second for each of two stereo
channels. This results in files that contain 1,411,200 bits of information for each second
of sound (44,100 samples X 16 bits per sample X 2 channels). A 56 Kb modem would
take approximately 25 seconds to receive this single second of sound (1,411,200 bits /
56,000 bits/second). At this data-transfer rate, a 3-minute song takes more than an hour
to download. MP3 files compress this information, producing a file that is approximately
12 times smaller than the original. A modem could then download the compressed file in
a few minutes. While today's broadband connections have dramatically increased down-
load speeds for most users, MP3 remains an important, widely used format.

MP3 analyzes the sound file and discards data that is not critical for high-quality
playback. For example, it removes frequencies above the range of human hearing. It
may also evaluate two sounds playing at the same time and eliminate the softer sound.
These types of data can be eliminated without significant impact on quality. The result
is a lossy compression, because some information is discarded, but one that maintains
near CD-quality performance.

Lossless Compression—Run Length Encoding

One of the simpler strategies to achieve lossless compression is run length encoding
(RLE). Run length encoding is sometimes used to compress bitmapped image files, such
as the Windows PCX format. As noted previously, bitmapped images can easily become
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very large because each pixel is represented with a series of bits that provide information
about its color. Run length encoding generates a code to “flag” the beginning of a line of
pixels of the same color. That color information is then recorded just once for each pixel.
In effect, RLE tells the computer to repeat a color for a given number of adjacent pixels
rather than repeating the same information for each pixel over and over. The RLE com-
pressed file will be smaller, but it will retain all the original image data—it is “lossless.”

2.7 Error Detection and Correction

Digital data consists of long strings of 0s and 1s. Changing or eliminating even a few of
these bits can produce serious distortions. There are a number of ways in which these
distortions can occur. For example, the pits and lands of a CD can be altered by a scratch
or dust, or the magnetized surface of a zip disk can be affected by stray magnetism or
by heat. Data may also be lost or altered in electronic transmission. For digital data to be
reliable, some means of detecting and correcting errors must be found.

There are many strategies for error detection and correction and, like compression,
the multimedia developer seldom has occasion to enter very deeply into this specialized
area.On the other hand, the storage requirements for data in various formats (such as CD
and DVD) are significantly affected by the need to add code for detecting and correcting
errors, and it is useful to understand the basics of its operation.

The first challenge in ensuring reliable digital information is to find a 5 :
means of detecting an error. A simple strategy for doing this is the parity bit. > )
A parity bit is an extra bit added to a data code to maintain either an even ; )
or an odd number of 1s in the code. In this approach, the number of 1 bits ; 5
in each block of data is counted. An extra bit is then added to make the total - -
number of 1 bits either odd or even. The added bit is called a parity bit. If
the number of 1 bits is intended to be odd, the coding scheme is called odd ’ ’
parity; even numbers of 1s are even parity. For example, the ASCII code for the ’ !
letter Ais 01000001. This code has an even number of 1 bits (two). In an even ! 0
parity system, the parity bit added would be a 0 and the code for the letter ] !
would become 010000010. A letter such as C, with an ASCIl code of 01000011, 0 1 € Parity Bits
has an odd number of 1 bits (three). In even parity, a 1 would be added, pro-  gyen parity means that the number
ducing a parity bit encoding of 010000111. of 1 bits must be an even number.

If it is, a 0 is added. If it isn't, a 1

On receipt of the data block, the bits are again counted. If the number of "™
bit is supplementary.

bits is not the expected odd or even value (depending on the parity being

used), an error must have occurred. This simple system can detect many

errors, but it does have serious limitations. More advanced approaches are often used
to detect errors. Once the error is detected, the second challenge is to correct it with
accurate data bits.

For some applications, such as data transmission, knowing an error occurred may be
enough. The data error will generate a request from the receiver to retransmit the flawed
data item. The process continues until an error-free message is received. This strategy
will not work for all types of digital media, however. For example, accurate playback of
audio CDs requires immediate detection and correction of data errors. To accomplish
this, error correction code is added to reconstruct the original bit sequence. This requires
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redundant data in the bit stream, which increases data storage requirements. It also
dramatically improves reliability. CD-Audio discs devote approximately one-third of their
storage to error detection and correction.

2.8 Advantages of Digital Data

A computeris a revolutionary form of machine because in principle it is universal—it can
become virtually any kind of information-processing device. By changing the computer’s
instructions, or program, we can instantly change it from a word processor to a photo
editor, to a graphing calculator, to a game station, and so on, indefinitely.

Computers can also control the delivery of analog information. For instance, comput-
ers have been used to control tape decks or laserdisc players displaying analog images.
But the computer cannot edit those images while in their analog form. The chief advan-
tage of digital information is that it can be directly manipulated and transformed by a
computer. This has produced significant improvements in the reproduction, editing,
integration, and distribution of a wide range of media.

Reproduction

Digital information can be repeatedly copied with no loss of quality. All of the informa-
tion in the original file can be preserved in the copy, as well as in copies of the copy,
and so on. This is not true for analog formats such as videotapes. A video copy does not
preserve all the information of the master, and copies of copies soon produce significant
distortions, a process known as generation decay. Digital information supports full-
fidelity copies with no generation decay.

Editing

One of the earliest examples of the editing advantages of digital information was word
processing. Once words are represented in a digital code, a computer program such as
Word can readily apply changes of font and formatting as well as cperations such as
searching, replacing, and spell-checking. These advantages soon drove typewriters from
the forefront of text preparation.

Similar advantages apply to other media. Analog editing of photos tends to be slow
and expensive, requiring specialized equipment and techniques. Once a photo is in
digital form, programs such as Adobe Photoshop or Corel PaintShop Pro can be used to
instantly change its size, crop it, changeits brightness or contrast, add special effects such
as 3-D embossing, and so on. Digital information is readily and inexpensively edited.

Integration

By definition, multimedia is focused on the integration of different media. This may be
as simple as tying the sound of a babbling brook to the image of a pristine mountain
stream, or as complex as relating a control input to changes in the instruments and
cockpit view of a flight simulator. This process is greatly simplified when all media are
in a common digital format and can be stored and accessed by a single device, a digital
computer. It is sometimes suggested that the computer has transformed multimedia
into a sort of “unimedia” with digital code as its common language. A sound in this
new scheme is still different from a photo, but common tools and techniques based on
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digital manipulations can be applied to both. Cut, copy, and paste, for instance, were
once restricted to text. With the development of modern multimedia, these are common
operations that are conducted in much the same way for all media, allowing them to be
readily combined in a single application.

Distribution

Distribution is one of the principal challenges in the evolution of modern multimedia.
In the past, analog media such as radio, TV, and print enjoyed considerable advantages
over digital multimedia. Their well-developed infrastructures and large customer bases
allowed for rapid and widespread distribution of information. With the development and
partial standardization of CD-ROMs, distribution of large multimedia files became more
practical. The development of the Internet, particularly the World Wide Web, dramati-
cally improved the distribution of digital information.

By the beginning of the 21st century it was evident that the future of all media was
digital, and steps were underway to guide massive analog information systems, such
as television, into the digital age. The existence of widely accessible digital networks,
reaching into virtually every corner of the globe, has produced an information distribu-
tion system of unparalleled reach and scope. Not only can nearly everyone be reached,
but nearly everyone can be reached by anyone else. The language of this revolutionary
medium is digital.

2.9 Digital Challenges

Given these advantages, digital data will continue to displace analog formats. This pro-
cess does involve significant challenges, however. Among these are file sizes, processing
demands, standardization, bandwidth, and preservation. Each challenge will almost cer-
tainly be overcome with the further development of digital technology. But each is also
a significant concern for today’'s multimedia developers.

File Sizes

Digitization often produces very large files. This is particularly true of dynamic media,
that is, media that changes over time, such as sound or video. A minute of CD-quality
sound produces a file of over 10 MB. A minute of uncompressed full-screen, full-fidelity
(24-bit) video takes up approximately 1.7 GB. At these sizes, digitized dynamic media
soon tax the limits of available storage and processing in most personal computers.

Solutions to the challenge of large file sizes involve improvements in hardware and
software. Many of these focus on compressing the original files. MPEG2, for instance,
uses compression software in conjunction with specialized hardware to reduce the size
of video files. It compresses video at about a 150:1 ratio and still retains excellent quality.
Other solutions include hard drives with storage capacities in the hundreds of gigabytes
and optical technologies such as DVD. DVD (digital versatile disc) uses an optical disc
the same size as a CD-ROM but increases the storage capacity from the CD’s 650 MB to a
potential 17 GB. An extension of the DVD standard, blu-ray, increased storage to 50 GB
per disc based on four layers (see Chapter 3).
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Processor Demand

Large digital files also burden a computer's processor (see Chapter 3). Some forms of
digitization are particularly processing-intensive. In the final stages of producing a 3-D
animation, computers must make many calculations. This process, called rendering, may
take many hours, or in the case of lengthy and complex presentations, days and weeks,
to complete (see Chapter 9). In the case of the 3-D animated film Avatar, some individual
frames would have required 100 hours of processing time from a single computer. At 24
frames per second, each second of the sequence would require 100 days to render. The
producers met the rendering challenge with a “render farm” that combined 40,000 pro-
cessors in a 10,000-square-foot, water-cooled data center. In the final stages of rendering
the processors ran 24 hours a day for over a month.

Standardization

The development of multimedia technology is a competitive process in which different
organizations pursue a variety of strategies to develop new software and hardware. As a
result, a number of different conventions for encoding and manipulating digital data are
created. These are often incompatible: data formats that work with one type of hard-
ware or software do not work with others.

The absence of a common standard fragments the multimedia market and discour-
ages the development of new applications. Over time, a combination of market forces
and the work of standards committees generally produce a dominant standard. This, in
turn, spurs the development of multimedia products and services. In the early stages of
CD technology, different computer manufacturers used different standards for encod-
ing data. The development of a common standard (ISO 9660) made it possible for most
computers to access the information on any CD, thus encouraging the development of
many more multimedia applications.

Bandwidth

Communications networks, especially the World Wide Web and cellular data services,
greatly facilitate the distribution of digital multimedia. A basic challenge for network
users is bandwidth. Bandwidth is the rate at which digital data can be transmitted over
a communication medium, or band. For instance, in a basic 56 Kb modem connection,
the medium is the twisted-pair copper wire of a telephone line and the data rate is 56
kilobits per second (56 Kbps, note lowercase b). Fifty-six kilobits is just 7 bytes, a very slow
data rate for large multimedia applications. Improvements that have helped to meet the
bandwidth challenge include dedicated digital lines such as T1 (1.54 Mbps), DSL (digital
subscriber line, up to 8 Mbps), cable modems (up to 52 Mbps), fiber optics (100 Mbps or
more), and wireless networks such as Bluetooth (2 Mbps), Wi-Fi (up to 54 Mbps) and 4G
cellular (100 Mbps).

Preservation

As digital media continue to displace their analog counterparts, there is growing concern
about the longevity and future accessibility of digital data in all its many forms. Although
digital encoding supports much more economical and accessible modes of archiving,
serious challenges remain in two key areas: (1) the durability and reliability of long-term
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storage media such as digital tape, CDs, and DVDs, and (2) the availability of the hardware
and software required to read the archived files. These are serious concerns for individuals
and organizations alike. Individual family members may have much less access to the digi-
tal photos of earlier generations than their ancestors had to the analog prints preserved in
albums in drawers, closets, and attics. Governments, courts, hospitals, law firms, and busi-
nesses of all kinds also clearly have a substantial stake in the preservation of digital data.

The challenges of preserving this data are already clear. Digital tapes must be periodi-
cally refreshed and the long-term durability of optical formats, especially the recordable
and rewritable variants, is not completely known. Other widely used technologies, such
as flash drives, are even more susceptible to degradation with repeated use. This is a
widely recognized problem and a subject of active research that is likely to produce a
better understanding of the prospects for media longevity. On the other hand, each new
technology will continue to raise these questions, and concerns about media preserva-
tion are likely to continue.

The second major challenge is to also preserve access to, and operability on, archived
digital data. For this, appropriate hardware and software are essential. The rapid obso-
lescence of storage devices, processors, and software, including both applications and
operating systems, means that perfectly well-preserved files may no longer be readable.
While it may sometimes be possible to preserve older software and hardware in oper-
ating condition, far more promising solutions are migration and emulation. Migration
is the process of updating digital data to a form that can be read and manipulated by
current hardware and software. In the context of preservation, emulation is the use of a
new technology to reproduce the operability of an older one. In effect, new hardware
and software mimic the capabilities of their predecessors. Both migration and emulation
pose demanding challenges with respect to issues such as file compatibility and main-
taining full interoperability, including the original functionality of advanced products
such as interactive multimedia applications.

2.10 Summary

Data, or the observations, facts, and beliefs of experience, take two principal forms—
analog and digital. Analog data is continuous and, in principle, infinitely divisible. Digital
data is discrete—it is made up of indivisible units. Both analog and digital data are com-
posed of symbols, representations whose meanings are determined by conventions.

The symbols used in modern digital data are the binary digits (or bits), 0 and 1. Eight-
bit encodings called bytes are fundamental to computing. The meanings of the strings
of bits, or codes, used by computers are determined by conventions such as file formats.
Codes are designed to be both effective and efficient. Effective codes successfully rep-
resent the desired range of data, while efficient codes conserve valuable computing
resources. Effectiveness and efficiency are closely tied to sample resolution, the number
of bits used to represent a data item. Every additional bit doubles the number of distinct
data items that can be encoded, but it also increases demands on computer processing,
storage, and transmission.

Good file maintenance is important in multimedia development. This involves iden-
tification, categorization, and preservation. Preserving original files from the specialized
applications used to produce them is especially important for future revisions and/or the
creation of new products.
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A computer can process only digital data. Analog data must be converted to a digital
format before computers can make use of it. Many of the most important concepts in
multimedia development are concerned with this conversion process, called digitiza-
tion. Digitization is based on sampling, a process in which many separate measurements
are made of the continuously varying properties of analog media. Quantization, the
rounding of the value of a sample to the closest available value of the digital code, may
produce distortions in digital versions of analog phenomena. Ensuring that the samples
are represented with adequate bit depth (also known as sample resolution) can lessen
these effects. Sample rate, or the frequency with which samples are taken, also affects
the quality of digitized media.

Media can also be directly created by the computer and digitally encoded. There
are two major types of original digital media—description-based and command-based.
Description-based media are encodings of large numbers of media elements—pixels
for images and amplitude samples for sound. Description-based media are especially
appropriate for the accurate representation of natural images and sounds such as photo-
graphs and human speech. Command-based media are encoded as commands that the
computer follows to generate the image or sound. Files for command-based media are
much smaller, offering significant advantages for delivery over the Web. They also have
other advantages, including distortion-free scalability.

High-quality digital media, especially dynamic media such as sound and video, can
produce very large files. These often require compression before they can be practically
incorporated in multimedia applications. Codecs compress digital data files to reduce
their size and then decompress them for display or playback. Some codecs are lossless—
they encode data more efficiently while preserving all of the original content. Others
sacrifice data judged not to be essential and are described as lossy.

Because the meaning of digital data can be dramatically changed with the loss of just
a few bits, error detection and correction routines often play an important role in the
transmission and playback of digital data. EDC/ECC (error detection code/error correction
code) can greatly improve the reliability of digital data.

Digital data has significant advantages related to reproduction, editing, integration,
and distribution. It also poses challenges such as file size, processor demand, standard-
ization, bandwidth, and preservation.

Key Terms

Analog data Convention

ASCII Data

ASCII-8 Data files

Bandwidth Description-based digital encoding
Bit Digital data

Bitmapped image Digital encoding

Byte Digitization

Codec Effective code

Command-based digital encoding Efficient code

Compression Extended ASCII



File

File compatibility
File conversion
File extension
File format
Generation decay

Discussion Questions

Native file format
Parity bit
Platform

Program file
Quantization

RLE

Gigabyte Sample rate
Incompatible Sample resolution
Information Sampled sound
Kilobyte Sampling
Lossless compression Spatial resolution
Lossy compression Symbol

Megabyte Terabyte

MP3 Unicode

Review Questions

1. Whatis a symbol? Why is a bit considered a symbol?
2. Whatis the difference between data and information?
3. Whyisan 8-bitcode to designate the characters in the English language effective?
Is it efficient?
Why is file compatibility important for multimedia development?
What is a native file format? Give an example of such a format.
Why shouldn’t you change a file named zipit.exe to zipit.jpg?
What are the three main considerations for file maintenance?
What is sampling?

9. Whatis sample resolution?
10. Whatis quantization?
11. Whatis sample rate?
12. Why is sample rate often referred to as spatial resolution?
13. Why is RLE compression lossless?
14. Why do CD-Audio discs contain redundant data on the disc?
15. Whatis a codec?

PNOo WV

Discussion Questions

1. What is an efficient code? Why would a multimedia developer be concerned
about using efficient codes?

2. Why are multimedia developers concerned about sample resolution and quanti-
zation when they scan a full-color photograph?

3. Explain the distinction between description-based and command-based forms
of encoding digital media. Give an advantage and disadvantage of each form of
encoding.
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4. What are the two major types of compression? Identify and explain which type is
best for compressing an encyclopedia. Identify and explain which type is best for
compressing a digital photo of the ocean.

5. How does MP3 maintain audio quality while also significantly reducing file sizes?
Explain two specific strategies.

6. Identify and briefly describe two advantages and two challenges in the use of
digital information.
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Computer technology has transformed our lives for over 50 years. First introduced to
alleviate the tedious work of calculating long data tables for the military, we now find
computers recording and processing every aspect of our daily activity. The modern
computer is no longer just a numeric calculator; it is a multimedia device that displays
images, sound, and video through operating systems and applications that give the user
unprecedented control over information. Visionaries such as Alan Turing and Vannevar
Bush articulated the direction for such computers, but it was the development of micro-
electronics that brought multimedia to our desktops. Powerful computing devices make
multimedia applications possible. They capture and convert input from various analog
sources, process and store the digital data, and output in ways that empower users to
create, distribute, search, and share information as never before. Hardware powers the
development and delivery of multimedia.

In this chapter you will explore the basic components of a computer system includ-
ing the peripheral devices used for developing multimedia applications. Developers are
concerned about the performance features of not only the processor, but also all input,
storage, and output devices. After completing this chapter you should understand:

Components of a computer system

Types of computer systems

Functions and components of the central processing unit (CPU)
Functions of the system board and hardware interface
Peripheral devices and performance criteria for:

= Secondary storage

= |nput

= Qutput

Network fundamentals

3.1 Computer Systems

A computer system is an integrated set of hardware and software designed to process
data and produce a meaningful result. Every computer performs the basic functions
of input, processing, storage, output, and transmission of data. Instructions and data are
entered, processed into results that are stored for later use, and output in a useful for-
mat. Computers are connected to a larger network system for transmission of data and
information.

Computer hardware is organized according to these basic functions. The system unit
focuses on processing, whereas a variety of peripheral devices facilitate input, output,
storage, and communication.

Types of Computer Systems

Computers are often identified by their size and power. Common categories of computer
systems include supercomputers, mainframes, and microcomputers. Size traditionally
refers to the computer’s physical mass, whereas power refers to the computer’s speed
and the complexity of calculations it can carry out. Originally, mainframe computers
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were physically much larger than desktop microcomputers. Size is now less significant,
because microelectronics can package very powerful systems in very small spaces.

Supercomputers are the most advanced, powerful, and
expensive computers of the day. They are characterized as hav-
ing the fastest processing speeds and performing the most
complex calculations. Today those speeds can reach quadrillions
of calculations per second; tomorrow they will be even faster.
Supercomputers are unlocking many mysteries of our universe.
They are widely used in scientific research, artificial intelligence,
defense systems, and industrial design. More recently, they have
been applied to multimedia development. For instance, in the
film industry, supercomputers are used to carry out the rendering
operations that transform digital animations into magical three-
dimensional worlds.

Supercomputer speed and power can be
achieved by uniting individual CPUs through
a network of distributed computers. The
Berkeley Open Infrastructure for Network
Computing (BOINC) sponsors open source
software for volunteer computing and grid
computing to tackle complex research proj-
ects. In 2012, BOINC reported sharing over
400,000 computers that delivered 6.438
PetaFLOPS of computing power. See http://
boinc.berkeley.edu/.

A mainframe computer is an advanced multiuser machine typically used to manage

the databases, financial transactions, and communications of large organizations such as
banks, hospitals, retail stores, insurance companies, and government offices. While these
applications don’t require the computational complexity of supercomputers, main-
frames are still very powerful: they can process billions of instructions per second, sup-
port hundreds of users, and store terabytes (trillions of bytes) of data. Supercomputers
and mainframes are very expensive and require a support staff to maintain daily opera-

tions. These computer systems are vital to the performance of
many daily tasks butit was the personal computer that transformed
the way most of us think and work.

A personal computer (PC) is a system that uses a microproces-
sor to provide computing to a single user. Personal computers have
many different names and configurations including microcom-
puter, laptop, desktop, and tablet (Figure 3.1). The first personal
computers were developed in 1975 by computing enthusiasts who
wanted their own computer rather than share a large centralized
mainframe. Their efforts were energized in 1971 when Intel intro-
duced the microprocessor. A microprocessor is a single silicon
chip that contains all the elements of a central processing unit
(CPU). This miniature CPU was not as powerful as a mainframe, but
it was much smaller and cheaper. It was perfect for a single user
who wanted computing capability on the desktop.

Altair, the first microcomputer, appeared in 1975 and launched

Figure 3.1 Common microcomputer
systems.

the microcomputer revolution. In 1977, Commodore Pet and Apple Il followed. The
IBM PC appeared in 1981. IBM used the Intel microprocessor to build office computers
for word processing, spreadsheets, and databases. These applications focused on text-
based data to improve business productivity.

On January 24, 1984, Apple introduced a different type of microcomputer, which
relied on images and sound to interact with the user. Steve Jobs and Stephen Wozniak
captured the visions of Bush, Engelbart, and Kay when they delivered the first commer-
cial multimedia computer. The Macintosh used an operating system with a graphical
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interface that resembled a standard desktop complete with folders and a trash can. It
relied on a mouse to manipulate data and programs. It included sound capabilities and
dramatically introduced itself at the January 1984 debut. From that day on, advances in
hardware technology supported the development of multimedia computing. Today's
microcomputer is in every way a multimedia machine.

3.2 Computer Platforms

Computers have fundamental differences based on the hardware components, such as
processors, and the operating systems that they use. An operating system is the software
that manages the computer's resources and executes application programs. The combi-
nation of hardware and operating system is often called the computer platform.

Microcomputer Platforms

The two mostcommon microcomputer platforms are Macintosh and Windows-based PCs.
The Macintosh platform utilizes hardware developed by Apple. Apple defines the hard-
ware specifications and develops the operating system to control the hardware. Apple
currently manufacturers multimedia computers in several configurations: MacBook (end
user laptop), iMac (end user desktop), and Mac Pro (developer system).The most popu-
lar personal computer today is a Windows/PC platform. These microcomputers utilize
the Windows operating system developed by Microsoft. Many companies, such as Dell,
Gateway, HP, and Sony, build Windows/PC computers. You might even build one yourself,
as the hardware components are readily available from a variety of manufacturers.

Understanding the distinctions between computer platforms is important for multi-
media development. Developers who plan to reach a wide market are concerned about
cross-platform compatibility, the ability of an application to run on different hardware
and operating systems. For example, images that are saved in a color palette and file
format optimized for the Windows/PC platform may appear distorted on a Macintosh
computer. Font technologies and typeface families also vary between the two platforms.
Advances are underway to standardize digital media formats so they can be utilized on
both platforms. Adobe Acrobat, now in widespread use, provides one successful cross-
platform format for text and images. The World Wide Web is a major catalyst for defining
data formats so that they can be viewed on any computer through network connections
and a browser.

Mobile Computing Platforms

Mobile computing platforms are the result of the continuing miniaturization of
computers and the merger of computing and telephone technologies. Mobile comput-
ing devices include lighter personal computers, special purpose e-readers, and tablet
computers, as well as smartphones networked through Wi-Fi or 3G/4G technologies.
Applications designed for traditional Mac and Windows platforms must now take
into consideration mobile devices based around the Google Android OS, Apple iOS,
Blackberry OS, and a wide array of proprietary systems, many built around the Linux
operating system. The proliferation of mobile computing devices has dramatically
increased opportunities for multimedia developers while also posing the challenge of
creating applications that meet the requirements of a variety of mobile platforms.



3.3 Computer Hardware Basics

System Unit Case

Microprocessor Secondary Storage
(under heat sink) Drive Bays

Cooling Fans

Expansion

Power Supply

Figure 3.2 System unit.

3.3 Computer Hardware Basics

Computer hardware is divided into two main categories: the system unitand peripherals.
The system unit contains the electronic components used to process and temporarily
store data and instructions (Figure 3.2). These components include the central process-
ing unit, primary memory, and the system board. Peripheral devices are hardware used
for input, auxiliary storage, display, and communication. These are attached to the sys-
tem unit through a hardware interface that carries digital data to and from main memory
and processors.

System Unit

Central Processing Unit The most important component of any electronic computer
is the central processing unit. A CPU is a complex integration of millions of transistors
that execute program instructions and manipulate data. The Intel 10-Core Xeon houses
over 2.6 billion transistors within a tiny 2-inch chip. This ability to
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store a CPU on a single silicon chip ushered in the age of personal | e system Unit and the Box

computers. Many refer to the rectangular box of the
The CPU has three essential sets of transistors that work computer as the system unit. In fact, that
“box" can contain several peripheral devices

. . i g such as hard drives, optical drives, and
logic unit, and registers. The control unit directs the flow of data | ayen the monitor. As computer sizes shrink,

together in processing digital data: a control unit, an arithmetic

and instructions within the processor and electronic memory. The manufacturers combine peripherals with the

arithmetic logic unit (ALU) contains programmed transistors | System unit in a single container.
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that perform mathematical and logical calculations on the data. The registers are special
transistors that store data and instructions as they are being manipulated by the control
unit and ALU. New microprocessors also have additional high-speed memory called
cache, on the chip to store frequently used data and instructions.

Processing data and instructions are managed in a machine cycle.
The machine cycle includes four steps that a processor carries out
for each instruction: fetch, decode, execute, and store (Figure 3.3).
The control unit fetches data and instructions from a part of the com-
puter's memory called RAM (random access memory). It transports

the digital bits through an electronic bus, stores the instruction in
e ] registers, and decodes the instruction for the arithmetic logic unit.
"M e The ALU executes the instruction and returns the result to an accumu-
Execule lator register and storage register. When one machine-level instruc-
tion is completed, a second one is sent through the cycle. Eventually
there is an instruction to store the results and the control unit moves
Control Unit data from its temporary storage register to a specific address in RAM.
Various performance features of the CPU determine the efficiency of
this basic machine cycle. These include clock speed, word size, bus
Figure 3.3 Sequential processing width, and techniques such as pipelining, RISC processing, multipro-
steps. cessing, and multicore technology.

Random Access Memory

Clock Speed An internal system clock synchronizes the machine cycle. On each clock
tick, the CPU executes another instruction. Clock speed is the rate at which the CPU
carries out its basic instructions. Computers execute instructions very rapidly, at speeds
measured in hertz. One hertzis one cycle per second. Microcomputer clock speed is mea-
sured in megahertz (MHz, millions of cycles/second) or gigahertz (GHz, billions of cycles/
second). Newer chip set designs combined with faster electronic storage are making it
difficult to rate CPU performance solely on clock speed (Table 3.1). Increasing internal
clock speed is just one method of improving the performance of a CPU. Other perfor-
mance features must also be optimized to take full advantage of the processor’s power.

Word Size  One important factor that contributes to CPU power is the amount of data or
instructions that are moved through a processor in one machine cycle. Word size refers
to the group of bits that a processor can manipulate as a unit in one machine cycle. A
64-bit processor can manipulate 64 bits (or 8 bytes) of data at one time, clearly an advan-
tage over a 32-bit (4 bytes) processor.

Table 3.1 Sample Processor Ratings

Microprocessor Transistors  Clock Speed Word Size

Intel Pentium IV 42 million 2.4 GHz 32 hit
AMD Athlon64 105.9 million 2.2 GHz 32 bit
AMD K10 758 million 1.6 GHz 64 bit
Intel i7 Quad 731 million 293 GHz 64 bit
Intel Atom 2540 47 million 1.86 GHz 64 bit

Intel i7 Six Core 2.2 billion 3.9 GHz 64 bit




3.3 Computer Hardware Basics

Bus Width Another performance factor is the width of the system bus between the
processor and memory. A bus is an electronic path for the flow of data. The system bus
is an electronic pathway between the CPU, memory, and other system components. The
processor has two bus connections to memory: the data bus and the address bus. The
data bus is the set of pathways that carries the actual data between memory and the
CPU. A 64-bit data bus can move 8 bytes of data to the processor in the same machine
cycle. The data bus width should be matched to the word size of the CPU for optimum
performance.

The address bus is the electronic pathway that carries information about the memory
locations of data. The width of the address bus determines how much potential memory
a processor can recognize. Larger address buses mean the processor can address more
memory. Processors that use a 64-bit address bus can access a potential of 16 GB of
memory (2%). The processor’s ability to access a large address space is important for
multimedia applications. Digital video, sound, and images produce large data files.
Larger address buses support faster multimedia processing by allowing these files to be
moved from hard drives, CD-ROMs, DVDs, and other peripheral storage devices to the
computer’s electronic memory where they can be processed and displayed faster.

Pipelining ~ Microprocessor manufacturers such as Intel, Motorola, and IBM utilize addi-
tional techniques to maximize the CPU’s speed. Pipelining increases CPU efficiency
by reading an instruction, starting processing, and reading another instruction before
finishing the previous one. Using pipelining, different steps of the machine cycle can be
carried out on several instructions simultaneously (Figure 3.4). This reduces CPU idle time
and increases the speed at which instructions can be executed.

RISC Processing RISC (reduced instruction set computer) chips also increase overall
speed of the CPU. RISC chips eliminate complex embedded microcode instructions and

Machine Cycle (without pipelining)

Fetch Decode Execute Store Fetch Decode Execute Store

— —

Instruction 1 Instruction 2

Machine Cycle (with pipelining)

Instruction 1 Fetch Decode Execute Store
| I >

Instruction 2 Fetch Decode Execute Store
|_ Tl >

Instruction 3 Fetch Decode Execute Store
| >

Instruction 4 Fetch Decode Execute Store
=

Figure 3.4 Modern processors support pipelining to increase the performance of the processor.
In pipelining, instructions are sent to the processor in stages.
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replace them with a simpler set of instructions for executing the most common com-
mands used by the processor. These common commands are combined to carry out the
less frequent, more complex processing tasks. This results in faster overall processing
of routine operations. RISC technology is found in many microprocessors and is rapidly
expanding to mobile phone processors.

Multiprocessing  Multiprocessing can also improve system performance. Multi-
processing is a combination of multiple processors on the system board that execute
instructions simultaneously. There are several approaches to multiprocessing. Computers

may have a CPU and math coprocessor or graphics coprocessor

Microcode is a programming technique

working together to increase the overall performance of a system.

for implementing the instruction set of a The Apple G5 computer has dual processors that speed CPU
processor. An instruction set is the set of operations using 64-bit chips, reaching processing power compa-

instructions that a processor can carry out.

rable to a supercomputer. Multimedia development may also

employ parallel processing, a technique of linking multiple pro-
cessors to operate at the same time on a single task. Parallel processing is often used to
speed the final stage of 3-D animation, known as rendering. DreamWorks employed a
“render farm” of over 1000 HP ProLiant DL145 servers to render the daily versions of its
animated films Shrek 2 and Madagascar.

Multicore Technology Multicore processors are an increasingly popular approach to
multiprocessing in personal computers. A processor core is a CPU’s “computational
engine,” that is, those components that directly execute instructions. Older processors
were single core. The CPU was built around a single computational engine that fetched
and executed each command in the pipeline as fast as it could. To improve processing
capacity, engineers increased clock speeds and made other improvements that added
transistors to the CPU. However, the extra electronics increased the heat on the chip
and did not achieve the performance gains necessary for current computing demands.
Manufacturers looked for a different strategy to increase processing speeds while reduc-
ing heat and improving energy efficiency. The result was the multicore architecture.

Multicore technology combines two or more processor cores and cache memory on
a single integrated circuit. A dual-core processor has two execution cores and two L2
memory caches. These two “cores” work together simultaneously to carry out different
tasks. More cores can be added to further improve computer response time for increas-
ingly complex operations. To achieve these computing gains however, the operating
system and applications must be adjusted to take advantage of the multiple cores using
a technique called multithreading, or passing tasks simultaneously to different cores to
execute.

Multicore processors can significantly improve performance in multitasking work
environments where one processor core can address one task while a second task is
completed by another core. For example, one core might be directed to writing a DVD
and a second one to editing images in Photoshop. A multicore processor would execute
both tasks faster because each core could address a separate task. This can speed the
process of multimedia development. The technology also has benefits for multimedia
playback, particularly for graphics-intensive applications. Multicore processors are used
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in many video gaming consoles where they speed real-time rendering of complex graph-
ics and player interactions.

The fetch/execute cycle of the CPU is optimized by a variety of techniques to increase
speed and deal with more complex data types. By increasing clock speed, word size, and
the system bus, the control unit and ALU can process data faster. New developments in
pipelining, multiprocessing, and multicore chips are producing faster processors that
can handle increasingly complex commands for manipulating multimedia data.

Research continues to improve the speed and performance of the CPU. Moore's Law
suggests that manufacturers can double the speed of a processor every 18 months.
Future computers may use nanotechnology to achieve smaller and
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faster processors. Reliance on electronics may be replaced with opti-

Nanotechnology: Manufactured objects

cal circuitry to increase the speed of processing to “light speed.” | are designed and built by the specifica-

Whatever the technique, we can expect new computer processors to

or molecules.

tion and placement of individual atoms

continue to show improvements in performance.

Primary Memory Modern computers operate with electricity. The CPU processes elec-
trically and uses basic instructions wired in the ALU's electronics. Therefore, data and
instructions directly manipulated by the CPU must also be stored electronically. Primary
memory is electronic storage that is directly addressed by the CPU.

There are several forms of primary memory on a computer system. Random access
memory (RAM) consists of addressable storage areas for data and instructions in elec-
tronic format. This storage is volatile. Once electricity is powered off, the contents are
lost. While not suitable for long-term storage, RAM provides the fast, electronic access to
data and instructions required for processing by the CPU.

The amount of RAM storage is an important performance feature of computer sys-
tems. RAM is measured in units of megabytes (MB) or gigabytes (GB). Personal computers
used to develop and play complex multimedia should have as much installed RAM as
possible. Large RAM capacities are necessary to store the operating system, application
software, and data for multimedia processing. Modern multimedia operating systems
use large amounts of electronic storage. Current operating systems from Apple and
Microsoft recommend 2 GB of RAM. The application software to develop media also
has large memory requirements. Developers like to keep more than one program open
in memory. This practice of multitasking (running more than one program simultane-
ously) consumes large amounts of RAM. In addition, multimedia data files are often very
large. Sound and video files, for example, can easily require 500 MB or more of electronic
storage. Larger capacities of RAM storage mean more data and applications can be open
and readily accessed by the CPU. This translates to greater efficiency in the development
and delivery of multimedia applications.

A second form of primary memory is read-only memory (ROM). ROM is a special
form of nonvolatile electronic storage that contains frequently used instructions for the
CPU. These commands are hardwired or embedded in the chip by the manufacturer;
they can be read, but not changed. The instructions perform essential system checks
and load the operating system from disk storage into RAM. ROM is activated when the
power is on. The embedded instructions do not disappear when the power is off, unlike
RAM storage.
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A third form of electronic memory is called cache storage. This high-speed electronic
storage optimizes microprocessor speed by storing frequently used data and instruc-
tions close to the processor. This reduces the time it takes to locate and transport data
from RAM. Primary cache (Level 1) is on the actual CPU chip. Level 2 cache is positioned
between the CPU and RAM. It has higher capacity than primary cache on the CPU, but
less capacity than RAM. Neither Level 1 nor Level 2 cache storage adds to the overall
total of available RAM. However, cache is an important feature that improves processor
performance.

System Board The system board (also called the motherboard) is the main circuit
board, or the electrical foundation of the computer. In addition to CPU, RAM, and ROM
chips, the system board contains the following:

Expansion slots to add memory and hardware devices

Special purpose chips that convert analog signals to digital format
Video card to control the display monitor

Power supply

I/0 interface ports to capture and send data to peripheral devices

Multimedia computers are equipped with many built-in devices, but often a developer
may want additional hard drives, a DVD burner, or a second video board, for example.
Many computers have expansion slots to add these hardware components; others have
limited or no expansion capability at all. An alternative to adding devices directly on the
system board is to plug external devices into an interface port.

Hardware Interface A hardware interface is a point of union between the system unit
and a peripheral device. Data flows through the interface between the system board and
peripheral devices in a serial or parallel path. Serial data transmission is a single stream
of bits. One wire sends the bits and another wire returns the bits. This method is gener-
ally used for devices that don't transfer large volumes of data, such as a keyboard, mouse,
or modem. Parallel data transmission is a series of bits transferred simultaneously. Each
bit has its own wire in a parallel path. Parallel connections may move 8 or more bits of
data at once, thus increasing the amount of data transferred in a given amount of time.
Interface ports are connections to add peripheral devices to the system board (Figure
3.5). They are generally located behind the system unit cabinet or on the sides of por-
table computers. Current microcomputers are equipped with USB (Universal Serial Bus),
FireWire (IEEE 1394), audio, video, and Ethernet ports.

Magsafe FireWire Audio In

Power Ethemet 1port  qpunderbore  2USB L Audio Out
Port Ports Card Slot

Figure 3.5 Interface ports for MacBook Pro.
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Universal Serial Bus (USB) is an input/output bus to transfer data at higher speeds
than older serial and parallel interfaces. USB has several advantages over previous bus
systems. First, it is a widely supported standard. This simplifies purchasing external
devices. A USB device can plug into any USB port, whether on an Apple or PC. Second, a
USB cabling system creates its own independent bus where up to 127 devices can be
daisy-chained together and share a single port on the microcomputer. Third, USB devices
are “hot swappable.” A USB device can be disconnected and another device swapped
(plugged) into the system without restarting the computer. Fourth, USB devices can be
powered through the interface port rather than a separate power supply. This greatly
reduces the number of power adapters (or “wall-warts” as they've been called) that clog
up power strips. Finally, USB has faster data transfer. USB transmits data at speeds of 12
Mbps (megabits per second) compared to the RS-232C speeds of 115.2 Kbps (kilobits per
second). USB devices such as printers, scanners, zip drives, and keyboards benefit from
faster transmission rates. The USB 2.0 standard introduced even faster transmission rates
(480 Mbps) for devices that require higher rates of transmission such as MP3 players,
removable hard drives, and DVDs.

IEEE 1394 (named FireWire by Apple) is a high-speed
serial interface standard with data-transfer rates of 400
Mbps over cables up to 4.5 meters in length. It has its own
bus system that can daisy chain up to 63 devices. Like
USB, FireWire devices are hot swappable and power for
these devices is drawn from the FireWire port. These ports
are most often found on digital video cameras or large
capacity external hard drives. A further development of
the standard, FireWire 800, has twice the transfer speed
and can maintain it across 100-meter cables. This opens
efficient cabling possibilities to capture digital video and/
or audio from cameras placed significant distances from
the computer (Figure 3.6).

As the processing speed of CPUs increases, computer
manufacturers continue to seek ways to increase the inter-
face speeds between the user and the system board. USB 3.0 and Thunderbolt are the
newest interfaces for connecting peripheral devices to the system board.

Code named SuperSpeed USB, the USB 3.0 standard offers faster transfer speeds than
its predecessors. USB 3.0 can deliver up to 4.8 Gbps and remain backward compatible
to the USB 2.0 standard. High-bandwidth devices such as camcorders, webcams, and
Blu-ray burners, for example, will experience better performance using the USB 3.0
interface.

Thunderbolt was developed by Intel and introduced to the market by Apple. It offers
three main advantages over other interfaces. First, Thunderbolt combines the transfer
of both computer data, from devices such as hard drives, and display data for additional

cables.

monitors or projectors. This simplifies the interface by eliminating the need for a sepa-
rate video port. Second, Thunderbolt improves transfer speeds. It delivers simultaneous
data and display transfer on a single bidirectional cable at speeds of 10 Gbps, making
it the fastest entry intc computer interface design. Finally, Thunderbolt increases the

Figure 3.6 USB, FireWire, and Thunderbolt
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Table 3.2 Transmission Rates for Common Interface Standards

Serial Port 115 Kbps
Standard Parallel Port 115 Kbps

UsB 12 Mbps

UsB 2.0 480 Mbps
USB3.0 5 Gbps

IEEE 1394 or FireWire 100-400 Mbps
FireWire 800 800 Mbps
Thunderbolt 1 0Gbps

power available to peripheral devices to 10 watts compared to USB 3.0’s 4.5 watts. Table
3.2 summarizes transmission rates for the various standards.

Peripheral Devices

Peripheral devices are the hardware components that input, output, and permanently
store data and applications for computer processing. Although often located close to
the system unit, they are outside the main processing circuitry and thus are considered
peripheral (Figure 3.7). The functions and performance characteristics of peripherals are
important considerations both for multimedia users, who may want the best display
device for a video game, and for developers, who seek high-performance data capture
and access.

Secondary Storage Devices Computer systems are not complete without a means of
storing data and instructions for future use. Random access memory is essential for the
CPU to process data and instructions electronically, but RAM is volatile. Once the power
is off, memory is cleared and data is lost. Secondary storage is the media that holds data
and instructions outside the system unit for long periods of time. It is also called external
storage or auxiliary storage to distinguish it from primary electronic storage inside the

Figure 3.7 With the miniaturization of today’s mobile computing devices, the peripherals may
not seem so distant. Smartphones and tablet computers embed display and input into the
single-system device.
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system unit. Early forms of secondary storage were paper tape, punched cards, and
magnetic tape. Secondary storage now includes hard disks with gigabyte capacities,
optical discs that deliver high-fidelity multimedia, and a wide array of portable storage
ranging from zip disks to flash drives, as well as portable music players and smartphones
(Figure 3.8).

Secondary storage has several advantages over primary electronic storage. In addi-
tion to being nonvolatile, secondary storage is easily expandable and portable. If one
disk fills with data, another disk is readily available. Data and applications are easily dis-
tributed and shared through secondary storage media such as CDs, DVDs, flash drives, or
zip disks. Each of these addresses one or more of the five main uses of secondary storage:
saving, backup, distribution, transport, and archiving.

The most obvious use of secondary storage is to save the data that is
in electronic memory for further processing. Multimedia developers fre-
quently save data files to hard drives or other devices as they work. They
know that RAM is volatile and that hours of effort can be lost in an instant
with a system crash or power failure. Important performance criteria for
saving include capacity, access time, and transfer rate. Storage capacity
is the amount of digital data, measured in bytes, that a device can record.
Multimedia developers require high storage capacities for large media files
such as digital video. Access time is the time needed to locate data on the
storage device. Transfer rate measures the speed at which data moves
between secondary storage and RAM. Faster access times and transfer rates
mean less time waiting for data and applications to load into RAM. This
speed is especially important if developers are working with large sound or
video files where fast access to data editing and playback is essential.

Another use of secondary storage is to back up entire hard drives or
important volumes on the hard drive. Data is a major asset for most organi-
zations. It must be preserved in the event of damaged drives, theft, system
crashes, viruses, or natural disasters. Backup systems should have large stor-
age capacities and be able to transfer data quickly. Frequently, a hard drive
is backed up to another hard drive because both have large capacities and

files to other devices, such as a zip disk, flash drive, or DVD, on a routine
schedule. To further protect the data, the backup should be stored in another location,
preferably off-site.

A third use of secondary storage is distribution of data and applications. Networks
improve data sharing over communication lines, but data portability cannot be restricted
to network connections. Data and applications can also be distributed by “snail mail”
or as retail products such as “shrink-wrap” software. CDs, for example, are cheap to
produce, have long storage life, and are lightweight. Most computers can read the disc,
which makes them a good choice to distribute applications and data. Performance fea-
tures to consider in distributing secondary media include cost, weight, data integrity,
and adherence to standards for playback.

In addition to distributing data and applications, secondary storage media transport
digital content. Commonly called “sneaker-net,” users can carry their digital files on por-

Figure 3.8 The iPod is also
a popular storage device. In
addition to holding hours of
music and video, the iPod can

plug into a USB port to record
fast transfer rates. Users should also consider backing up important data  gata for transport.
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table media such as flash drives. Adequate capacity and the ability to withstand tem-
perature extremes, magnetic fields, and the wear and tear of a duffel bag are important
criteria for digital data on the move.

Finally, a fifth use of secondary storage is to archive digital information for long-term
preservation. Digital files abound in all the transactions of daily life, and schools, hospi-
tals, governments, businesses, and other organizations must preserve them for legal and
historical purposes. In the past, this meant large vaults of file folders. Later, these files
were transferred to tape and stored in special tape libraries. Archived data requires stor-
age media with massive and expandable capacity, media longevity, and security. These
include RAID (redundant array of independent disks) drives, WORM (write once, read
many) optical disk library systems, and digital tape.

The secondary storage devices fall into three broad categories based on the underly-
ing technology used to represent digital data: magnetic, optical, or solid state.

Magnetic Storage  Magnetic storage devices record and/or read digital
content in magnetic form. Early microcomputers used floppy disks for
magnetic storage. These were thin plastic disks with a coating of iron
oxide that could be inserted in a floppy drive mechanism. They were light
and easily transportable but very limited in storage capacity (1.4 MB per
disk). Later, cartridge drives such as the zip drive provided removable
media with larger capacities (100 MB, 250 MB, and 750 MB) (Figure 3.9).
Although zip cartridges and similar media are still in use, they have
largely been replaced with solid-state devices such as USB flash sticks.
Magnetic storage is now found principally in internal and portable hard
drives.

Figure 3.9 Zip cartridges. Hard drives are composed of rigid platters mounted on a spindle

Access Arm

Figure 3.10 Disk platters are rotated on a spindle.

in an enclosed drive container. The container regulates air pressure

and filters the air that enters the drive to protect it from dust and other contaminants.
A drive motor rotates disks at speeds of 7200 revolutions per minute (rpm) or more.
The drives record bits on a disk platter as positive

or negative magnetic fields. Access arms with read/

write heads move between platters to read tracks

_—Spindle on both top and bottom surfaces (Figure 3.10). Data
is stored on these platters in addressable tracks and
sectors defined by the operating system. A track is
a circular path along which data is stored. Sectors
are pie-shaped logical divisions of a track (Figure
3.11). Each sector holds a designated amount of data
(traditionally 512 bytes; more recently 4096 bytes).
The number of tracks and sectors determine the
drive's storage potential. Hard-disk units built inside
the computer system have capacities ranging from

Read/Write head

Disk Platter

The accass difie Miova ts 3 Haak location Snd tha gigabytes to terabytes, but even these disks quickly
read/write head transfers data to and from RAM. fill with large multimedia data files, applications, and

modern graphics-based operating systems.
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Sector

Track

Figure 3.11 Track/sector addressing Figure 3.12 External hard drives.
scheme for magnetic storage.

External hard drives supplement the fixed hard drive capacity while providing data
portability and security. These drives often use FireWire or Thunderbolt for high-speed
data transfer to the system unit. They are commonly used to back up and secure data, or
store and edit large projects such as digital video (Figure 3.12).

Magnetic media can provide large-capacity storage and rapid data access and trans-
fer. Magnetic storage is also economical. Prices are currently under 10 cents per gigabyte
and they continue to drop. But magnetic storage also has several disadvantages, not the
least of which is its limited durability. Magnetism is easily destroyed or weakened over
time, resulting in damaged or lost data unless backups are done frequently. See Table 3.3
for sample performance measures of magnetic storage.

Optical Storage Optical storage uses laser technology to read and write data on spe-
cially coated reflective discs. The origins of optical storage can be traced to the early
1980s.

In 1982, the CD (compact disc) revolutionized the music indus-
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try and spurred the development of multimedia applications. Disc and Disk

Philips and Sony first developed CDs to replace vinyl records | Disc refers to optical storage media as
with a medium that could deliver high-quality sound on a small, | 0PPosed to disk, which is used for magnetic

media.

lightweight platter. LP (long-playing) records were limited to 45

minutes of analog music. Sound quality was governed by the
condition of the record and the needle, and records themselves were bulky and difficult

Table 3.3 Magnetic Storage Performance Measures

Device Access Time  Transfer Rate Capacity
Zip drive 29 ms 1.2 MB/s (USB 250) 100, 250, 750 MB
Hard drive <9Ims 15 MB/s—160 MB/s Variations of GB/s & TB/s

External hard drive >13ms 20 MB/s—100 MB/s Variations of GB/s & TB/s
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to manage. Portable music was restricted to tapes, also easily susceptible to damage.
Compact disc storage and digital music provided a medium for permanent, high-fidelity
recordings. CDs were designed to hold a full 74 minutes of digital audio recording, sig-
nificantly increasing music storage over the long-playing vinyl record.

The advent of optical storage also offered new potential for multimedia. A new CD
standard, called CD-ROM, was developed especially for computer data. Now applica-
tions that required large storage could easily be distributed on a small 4.72-inch disc.
The first general interest CD-ROM was Grolier’s Electronic Encyclopedia. Released in 1985,
its 9 million words only used 12% of the CD-ROM’s capacity. Optical storage technology
developed rapidly. From music CDs of the 1980s, technology expanded to DVD-Videos
in the 1990s.

B Compact Disc Technology: CD storage uses a laser beam to read and write data to a disc.
Lasers are amplified light energy focused into a very precise beam. The basic process
is simple: focus a laser beam on a reflective surface and measure the amount of light
reflected back on a photo detector. By altering surface texture, light will either be

reflected or deflected. The disc acts as a reflective mirror with pits

Pits, Lands, and EFM and lands that encode digital content. Pits are indentations on

Pits and lands do not translate directly to the surface and lands are the flat area. Pits scatter light and lands
bits. Instead, optical discs use an encoding

system called eight-to-fourteen modulation ) ST o T )
(EFM). Fourteen bits are used to encode the negative magnetism is now read as variations in light reflection.
8 bits of a data byte. The extra information CD-Audio and CD-ROM discs are manufactured by pressing
is used to ensure the accuracy of the optical
reading of each byte.

reflect light (Figure 3.13). Binary data once encoded as positive/

pits into a plastic base. This process is called stamping. A reflective

layer of aluminum is then added and finally a lacquer coating is
applied to protect the surface. The laser beam scans the
bottom of the disc surface where pits appear as bumps

Q § to scatter light. Lands reflect the full intensity of the light

beam. Once the CD is stamped, data is permanent.
Optical storage has several advantages. The first is

v high-capacity storage. Laser beams are extremely pre-
O\ cise and pits and lands are extremely small, so data is

J ™ densely recorded on a disc. Pits are approximately 0.83
microns long by 0.5 microns wide (about 30 times nar-

Figure 3.13 Pits scatter light and lands reflect rower than a human hair). Data is recorded in one con-
light. tinuous spiral from the center to the outside edge of

the disc. There are about 20,000 windings of this single
spiral on a CD, resulting in a total track length of 5000 meters, or about 3 miles. This
produces a storage capacity of 680 MB.

Another benefit of optical storage is stability. CD data is more durable than data
stored magnetically. Pits are pressed into the disc. This process makes it unlikely
that normal handling and exposure to the environment will destroy the data. CD
data is also encoded with special error detection and correction code (EDC/ECC) to
further ensure data integrity if the disc is damaged. Magnetic disks do not incorpo-
rate error detection and correction, with the result that damaged data is often lost
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data. By contrast, the data on a scratched CD-Audio disc can usually be repaired as
it plays.CD technology is synonymous with high-capacity, high-quality, and durable
storage.

m Optical Data Encoding: Optical data is organized in tracks, frames, and sessions on the
disc. A track is the basic addressing scheme on a CD. A CD has a physical, continuous
spiral from the center to the outside edge, but it is further divided into logical units
called tracks. A compact disc addresses 1 of up to 99 sequentially numbered tracks.
Each track can handle only one data type, so a CD with music and text would require
at least 2 separate tracks (Figure 3.14).

The basic unit of information stored on a CD is a frame. Frames define the physical
format of data. Frames contain data code, error detection and correction code, syn-
chronization code, and information about the track. Fifty-eight frames are grouped
together to form the smallest addressable data unit, called either blocks (CD-Audio)
or sectors (CD-ROM). Each CD-Audio block has 2352 bytes of user data, while CD-ROM
sectors contain 2048 bytes of data code. There are fewer bytes of data code on the
CD-ROM because these sectors contain more error detection and correction code that
helps ensure the integrity of error-sensitive media such as text and numbers.

A session is a single recorded segment on the CD. Sessions may cover several tracks
depending on the content of the application. For each session, a track table of con-
tents is added to the disc. A track table of contents (TTOC) is an index of track contents.
Early CDs supported only one session and one TTOC per disc. This is called a single-
session CD. Newer CD formats support multisessions. Kodak used the first multisession
CD for their PhotoCD by recording one set of photos on a CD, then adding another set

—— Single Spiral Track

' Track Sector

Figure 3.14 CDs store data in a continuous spiral from the center to the outside of the disc.
The single spiral is further divided into logical units called tracks. The smallest addressable
data unit is called a block or sector.
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of images with a separate track table of contents to the same CD at a later time. Today,
multisession storage is common on CD-R (CD-Recordable) discs.

® Compact Disc Formats: One of the more important decisions made by optical disc
manufacturers was to standardize the size of the disc. Disc size is fixed at 120 mm, with
a 15-mm center hole and 1.2-mm thickness. As a result, all CDs will fit into any drive,
making it possible to design newer drives with backward compatibility. Backward

CD-ROM sectors have less data capacity than
CD-Audio blocks because they contain more
error detection and correction code. This
helps ensure the integrity of error-sensitive
media such as text and numbers.

compatibility is the ability of more recent hardware or software to
use data from an earlier product. The most important CD formats
are CD-DA, CD-ROM, CD-R, and CD-RW.

The CD-DA (CD-Digital Audio) format was the first digital opti-

cal disc standard and it is still used in the production of music CDs.

While these discs can typically be played on a computer CD drive,
CD-DA cannot be used to record computer data. CD-DA specifies a high-quality audio
file format that records 16-bit samples at a rate of 44.1 KHz.

CD-ROM was developed to take advantage of CD technology for the storage of
computer programs and data. CD-ROM discs are read-only memory. They can be used
to distribute prerecorded data to various computers, but computers can only read
them, they cannot change content by writing to the disc.

CD-R (CD-Recordable) discs use a different method of recording “pits” to allow
computers to write, as well as to read, a disc. Discs are coated with a photosensitive
dye. This dye is translucent when the disc is blank. Light shines through and reflects
off the metal surface. When data is applied, a laser beam heats the dye and alters its
molecular structure to create opaque “pits” that will not reflect light.

Several dye materials are used to create these discs, each with a different color.
CD-R discs are manufactured with predefined spiral tracks and sector formatting,
which determines disc capacity. CD-R discs have different recording capacities mea-
sured in minutes of music and MB of data. One common capacity is 700 MB and 80
minutes. CD-ROM and CD-R discs are similar in that once the data is written, it cannot
be altered or removed.

CD-RW (CD-Rewritable) discs use a different material so the laser beam can read,
erase, and write data. Discs have a special layer of phase-change chemical compound.
A laser beam heats the compound and changes it either to a liquid or crystalline
structure. This compound in its liquid state becomes amorphous and absorbs light.
The crystalline state allows light through to reflect off the aluminum surface. These
crystalline and amorphous properties remain on the disc when it cools down. These
discs require a special drive with a laser that alters the heat intensity as it adjusts to
read, write, and erase operations. Most computers today are equipped with a rewrit-
able optical drive. (See Appendix A for further detail on development of standards and
formats for CD storage.)

m Optical Drives: Optical drives are complex mechanical devices that move a laser light
along a track on the disc. The laser reflects light back to a system of mirrors that direct
reflections to a photo detector. A tracking mechanism controls the location of the laser
beam on the disc (Figure 3.15). Early optical drive motors varied rotational speed from
500 rpm when the light was at the center of the disc, to 200 rpm when the light was at
the outer edges. This allowed the drive to maintain a constant data-transfer rate.
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Laser Head Optical Disc

Figure 3.15 A beam of light produced by a laser is directed through a series of lenses until it
is focused on the surface of the spinning disc. A drive motor moves the laser head along the
rails to reposition the laser lens.

Transfer rate measures the speed at which data is moved to the computer or other
device for playback. The CD-DA standard established a transfer rate of 0.15 MB/s or 1X.
This ensured accurate playback of digital music. Altering this speed would distort the
sound by speeding it up or slowing it down.

When CD technology was adapted for computers, higher transfer rates were needed
to quickly move data from disc to RAM. One technique to produce higher transfer rates
is increasing rotational speed. Current computer CD drives have transfer rates of 48X to
64X. If the drive is rated at 48X, the transfer rate is 48 X 0.15 MB, or 7.2 MB/s. Transfer
rates are affected not only by rotational speeds, but also by the method used to store and
access data on disc. There are two methods to locate and transfer data: CLV and CAV.

CD-Audio drives read data from discs at a constant linear velocity (CLV). A CLV
disc stores pits and lands as closely together as possible in a uniform, continuous spiral
from the center to the outside edge. This produces the highest possible storage capac-
ity, but it also creates a problem. Because disc diameter is larger at the outside, a con-
stant rate of spin will result in more data being read per second at the outer edge than
at the inner edge. To keep the transfer rate constant, CLV drives spin the disc faster
when data is being read toward the center of the disc and slower as reading takes
place toward the outside. This results in the same length of the data spiral being read
each second, regardless of its location on the disc (hence, constant linear velocity). For
audio data, varying disc spin rate is a reasonable mechanical adjustment because the
rate of music playback is continuous and predictable from one song to the next.

Using CLV for computer data, however, poses a problem. An important performance
feature of computers is random access. Random access is the ability to quickly read
data from any location on the storage device. Random access is difficult to achieve
with CLV because drives must constantly adjust spin rates depending on data location,
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speeding up if the data is located close to the center and slowing down if it is closer
to the outside of the disc. When CD drives were first adapted for computer data, they
maintained the CLV standard but increased the motor spin rates to improve transfer
rates from 1X to 12X. However, it became apparent that CD drives needed to dramati-
cally increase rotational speeds to keep up with faster processor demands. It was rea-
sonable to alter spin rates from 200 rpm to 500 rpm, but much harder to go from 5000
rem to 12,000 rpm. A second method of storing and accessing data was needed.

Computer optical drives adopted the same technique used in hard drives, constant
angular velocity (CAV). These drives spin the disc at a constant high speed regardless
of the location of the laser. Transfer rates vary from the inside to the outside track. While
this would destroy playback of a symphony orchestra on a CD player, computers can
compensate for the data flow variations by buffering data and storing itin RAM for later
processing. Today, most CD drives that exceed 12X transfer rates are using CAV to con-
trol disc spin rate. Computer optical drives may also combine CLV and CAV techniques.
CLV mode is used to write CD-Rs and CD-RWs, while CAV mode is used to read discs.

The transfer rates of current optical drives are still slower than a hard drive, but they
are much faster than the original CD-Audio drives. CD-R and CD-RW drives have a range
of transfer rates. CD-R has a write transfer rate and reading transfer rate. CD-RW drives
have different rates for writing, erasing, and reading. A 52X-24X-52X drive will write
and read at a 7.8 MB/s transfer rate, but erase at a slower 24X, or 3.6 MB/s (Table 3.4).

= DVD: Movies and More on Disc: The music industry sought ways to improve on vinyl

records with the first CD. In similar fashion, the movie industry pushed development of
DVDs to record full-length films on a higher-quality medium than film or tape. CDs held
promise for video, but their storage capacity was too low for a 133-minute movie, even
with high levels of data compression.

DVD, or digital versatile disc, first appeared in 1997. Originally, it was targeted as
a storage format for movies and called the digital video disc, but developers soon
recognized its potential to store all forms of digital data and changed the name to
“versatile.” The versatility of DVD is reflected in its various designations: DVD-Video for
motion pictures, DVD-Audio for high-quality music, DVD-ROM for distribution of com-
puter software. Competing standards and other uses of the technology have led to a
proliferation of DVD specifications. See Table 3.5 for a listing of the most significant of
these formats.

The main advantage of DVDs over CDs is storage capacity. The capacity of a CD is
approximately 650 MB. A DVD can hold up to 17 GB. The higher capacity of DVDs is

Table 3.4 CD Drive Rotational Speeds and Transfer Rates

Drive Rating Access Method  Avg. Transfer Rate (MB/s) RPM

1X Ly 0.15 200-500
8X Ly 12 1600-4000
12X Ly 1.8 2400-6000
20X CAV 3.08 4000

40X CAV 6.15 8000

56X CAV 856 11,200




based on four major developments: a more precise laser light,
multilayer storage, new video compression algorithms, and |,

improved error detection and correction code.

DVDs and CDs are the same physical size and share the same
basic optical storage technology. But new lasers with a wave-
length of 635 to 650 nanometers and powerful laser lens systems .
can focus on smaller pits to significantly increase storage capac-
ity. DVD pits have a minimum length of 0.40 microns, compared
to the CD’s 0.83 microns (Figure 3.16). Data is recorded on a spiral | ®

Table 3.5 DVD Formats
Format

DVD-ROM

DVD-Audio

DVD-RAM

Supported by Panasonic,
Toshiba, Apple, Hitachi, NEC,
Pioneer, Samsung, and Sharp

DVD-R

Supported by Panasonic,
Toshiba, Apple, Hitachi, NEC,
Pioneer, Samsung, and Sharp

DVD-RW

Supported by Panasonic,
Toshiba, Apple, Hitachi, NEC,
Pioneer, Samsung, and Sharp

DVD+RW
Supported by Philips, Sony,
HP, Dell, Ricoh, and Yamaha

DVD+R
Supported by Philips, Sony,
HP, Dell, Ricoh, and Yamaha

Blu-ray

Developed by Sony, Samsung,
Sharp, Matsushita, Pioneer,
Mitsubishi, and LG Electronics

Features

Read-only format
Video or game content burned into the DVD
First standard

Higher-quality sound than CD
192 kHz/24-bit

74 min high-quality sound

7 hrs CD-quality sound

Writable DVD formats for use in computers
Rewrite more than 100,000 times
Life expectancy about 30 yrs

Writable DVD discs using organic dye technology
47GB

Phase-change erasable format

4.7GB

Rewrite about 1000 times

Drives write DVD-R, DVD-RW, CD-R, CD-RW discs

Erasable format

Holds 4.7 GB/side

Writes in a way compatible with many existing DVD
readers

Rewritten about 1000 times

Record only in CLV mode
A write-once variation of DVD-+RW.

Rewritable disc

Transfer rates of 36 Mbps

Up to 25 GB on single layer, 50 MB on dual-layer disc
9 hrs of HD video or 23 hrs of standard video
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4.7 GB of DVD storage can hold:

More than 400,000 text documents, the

equivalent of eight 4-drawer filing cabi-

nets stuffed with paper information

® 4700 full-color digital photos @ 640 X

480 resolution

210 minutes, a full 3.5 hours of com-

pressed MPEG2 satellite-quality video

® 120 minutes of compressed MPEG2

theater-quality video

14+ hours of MP3 compressed audio
Verbatim Corp.

Players

Runs on any DVD-ROM equipped
device

Requires special player to read
the higher-quality sound files

Removable storage for
computers

Not compatible with most
players

Compatible with most DVD
drives and players

Playable in many DVD drives
and players

Readable in many DVD-Video
players and DVD-ROM drives

Readable in many DVD-Video
players and DVD-ROM drives

Plays in game consoles and
home theaters and can support
all the disc-based media

Adapted from www.dvddemystified.com/dvdfaq.html#4.2
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1.6-um spacing track that measures 7.5 miles, as compared with the

UL CD's 3 miles. Each layer stores 4.7 GB of data, two layers
( [ y ( on the same side offers 8.5 GB of storage. When all four
[ i C (| layers are used, a total of 17 GB is available, enough
( { [ storage for 8 hours of movies.

[ The second factor contributing to increased capac-
ity is multilayer storage. Each side of a DVD can be
divided into two layers. A DVD disc is a lacquer-coated
sandwich of polycarbonate plastic, aluminum, and
semireflective gold. The plastic is impressed with pits

(
L ([ 30.83-wm minimum

arranged in a continuous spiral of data. A coating of
aluminum is added to the inner layer and a layer of
semireflective gold is used for the outer layers. This
provides two reflective surfaces. The laser first focuses
on the outer layer of semireflective gold, then the lens

RN P
A

1\ t [ 30.4-pm minimum

& mechanism focuses through the semireflective layer
ICey to the second layer of aluminum.

DVD players first appeared for commercial use as

stand-alone systems to play DVD-Videos. Each disc

could hold 133 minutes of video and an assortment

of video add-ons such as trailers and outtakes. DVD

Figure 3.16 Pits are closer together on a DVD disc. drives with the capability of also handling CD and

CD-RW formats were soon developed for use in com-
puters. The drive is similar to a CLV CD. The motor rotates the disc from 200 rpm to 500
rpm to maintain a constant data-transfer rate. A tracking mechanism moves the laser
along a spiral track. It starts at the center and moves to the outside edge of the outer
layer, then works from the outside back to the center on the inner layer to optimize
the drive action.

DVD drives are rated according to rotational speeds (4X, 12X, etc.) just like CD drives,
but the actual transfer rates are much higher for DVD drives. For example, a 1X DVD-
ROM drive transfers 1.321 MB/s (as opposed to the 0.15 MB/s of CDs). A 6X DVD drive
transfers approximately 7.93 MB/s, equivalent to a 54X CD drive. There is no advantage
to a 6X DVD player for playing movies. Speeds above 1X do notimprove video quality,
but they will impact the speed for reading computer data and playing games.

Despite a DVD's impressive 17-GB capacity, a single disc still cannot accommodate
the 110 GB required for an uncompressed full-length movie. The third improvement,
video compression, delivered movies on a DVD. Video compression reduces file size
without compromising the quality of video content. The Motion Picture Experts Group
(MPEG) developed a 40:1 compression ratio for MPEG2. This compression format, com-
bined with the storage capacity of the DVD, now makes it possible to have movies and
much more on a single disc.

Finally, DVDs also benefited from improved error detection and correction code.On
a CD, EDC/ECC may take up as much as one-third of the available storage space. DVDs
reduce this to approximately 13%, making more disc space available for data.
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DVDs have such extensive storage that manufacturers often package additional
content with their films. Dolby Digital surround sound, sound tracks presented in up
to 8 languages, subtitles in up to 32 languages, as well as related content such as actor
profiles and alternative endings can be easily accommodated by DVD storage. Some
production companies even plant “Easter eggs.” These are hidden movie clips that
are not on the index. You can explore the world of DVD Easter eggs at http://www
.dvdeastereggs.com.

The DVD gained acceptance as a medium to distribute movies, but a wide array of
applications soon followed for this high-capacity disc. Basic DVD formats were applied
to the music industry (DVD-Audio) and read/write computer drives. DVD formats
include DVD+RW, DVD+RAM, DVD-R, and DVD-RW, but not all of these formats are
compatible. Successful playback of a DVD recording will depend on the type of disc,
recording drive, and the playback device.

The DVD standard introduced massive storage capability using a laser beam that
was more precise than that used to create CDs. Full-featured digital video was now
possible on these discs but manufacturers were not satisfied with a mere 17 GB of stor-
age. HDTV programming and video games could benefit from even higher capacities
and a new form of laser made that possible. Blu-ray disc (BD), developed at Sony,
holds 25 GB on asingle side. These storage densities are possible because a blue-violet
laser has a shorter wavelength than the red laser used to record DVD discs. The result:
as much as 50 GB on dual-layer discs or about 9 hours of high-definition video and 23
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hours of standard definition video on Blu-ray discs.

Solid-State Storage A solid-state storage device is a form of computer memory that
contains no moving parts. Solid-state secondary storage is nonvolatile memory that can
be both read and written to. The use of solid-state devices for secondary storage has

grown dramatically as their capacity has increased and their cost has
fallen. Common examples include USB flash drives, memory cards,
and the built-in memory used in MP3 players, digital cameras, and
mobile phones. The technology used in all these devices is called flash
memory (Figure 3.17).

Flash memory is made up of a grid of cells, each of which contains
two transistors. A very thin layer of insulating oxide separates the tran-
sistors. One serves as a control gate. The other is a floating gate. The
insulating oxide layer traps any electrons present on the floating gate,
preserving the electronic information with no need for external power.
The charge of the floating gate, in turn, modifies the electric field of
the control gate. The voltage of this field is then read to determine the
bit value (0 or 1) of the cell.

Solid-state memory has a number of advantages. The absence of
delicate mechanical parts makes solid-state storage more durable.
They are smaller and weigh much less than their mechanical counter-
parts. Finally, solid-state devices use less power.

Figure 3.17 Solid-state storage
devices have a variety of names.
Memory stick, thumb drive, and
travel disk are commonly used. The
standard name is USB flash drive
or “UFD.”
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These benefits will lead to increasing use of flash technology for secondary storage.
Mechanical storage is not likely to be completely replaced, however. Flash storage is
more expensive than magnetic and optical storage, and the capacities of most flash
devices are significantly smaller. But perhaps the biggest concern is that flash memory
has a limited life expectancy. In general, the average flash drive lasts between 10,000
and 100,000 write/erase operations. Environmental damage, manufacturer defects, and
human error also reduce the flash drive's life span. As a result, magnetic, and especially
optical, devices are currently the preferred media for long-term storage.

Storage in the Cloud A popular alternative to secondary storage devices is to store and
manage data on a remote server. Storage in the cloud has gained popularity with the
increase in Internet access, mobile computing devices, and high bandwidth connectiv-
ity. Cloud storage is a service provided through a network (usually the Internet), either
free or fee based, to back up, maintain, and manage data remotely. It offers convenient
access to data from any place on any networked device. This portability and ubiquitous
access has made such platforms as Google Docs, Apple iCloud, and Microsoft SkyDrive
popular alternatives to secondary devices where data remains locally controlled and
managed. Many providers of cloud services offer unlimited storage capacity and the
ability to share data with other users. However, this storage service does raise secu-
rity and reliability concerns. Without a consistent Internet connection, a user will not
have ready access to the data. Protection of the data is subject to the practices of the
provider. Should the cloud service go out of business, data recovery may be difficult.
Despite the convenience of storing data on a remote server, multimedia developers
should thoroughly research the reliability of the service provider before entrusting data
to the cloud.

Input Devices for Multimedia Computers

Multimedia requires a variety of input devices to transmit data and instructions to
a system unit for processing and storage. Keyboards and pointing devices, such as
trackballs, touch pads, and touch screens, are central to interacting with graphical user
interface (GUI) applications and operating system software. Other devices are neces-
sary to input sound, video, and a wide array of images for multimedia applications.
Some of these, such as microphones, are built into the system. Others, such as scan-
ners, cameras, sound recorders, and graphics tablets, are plugged into USB or FireWire
interface ports.

Scanners capture text orimages using a light-sensing device. Popular types of scan-
ners include flatbed, sheet fed, and handheld, all of which operate in a similar fashion: a
light passes over the text or image, and the light reflects back to a CCD (charge-coupled
device). A CCD is an electronic device that captures images as a set of analog voltages.
The analog readings are then converted to a digital code by another device called an
ADC (analog-to-digital converter) and transferred through the interface connection
(usually USB) to RAM.

The quality of a scan depends on two main performance factors. The first is spatial
resolution. This measures the number of dots per inch (dpi) captured by the CCD.
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Consumer scanners have spatial resolutions ranging from 1200 dpi to 4800 dpi. High-end
production scanners can capture as much as 12,500 dpi. Once the dots of the original
image have been converted and saved to digital form, they are known as pixels. A pixel
is a digital picture element.

The second performance factor is color resolution, or the amount of color informa-
tion about each captured pixel. Color resolution is determined by bit depth, the number
of bits used to record the color of a pixel. A 1-bit scanner only records values of 0 or 1 for
each “dot” captured. This limits scans to just two colors, usually black and white. Today's
scanners capture 30 to 48 bits for each pixel. This delivers a wide range of color possi-
bilities for each pixel, making it possible to produce high-quality digital versions of pho-
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tographs, paintings, and other color images.

Scanners work with specific software and drivers that man- | Need a larger image? Scale when you scan.
Scaling during scanning captures more

information from the original image. Scaling
altered for each scan. These settings should reflect the purpose | later, using an image-editing program,

of an image. For example, if an image is a black and white photo | forces the computer to interpolate image
information, producing a lower-quality

age scanner settings. Spatial resolutions and bit depth can be

for a website, the scanning software can be adjusted to capture enlargement.

grayscale color depth (8 bit) at 72 dpi. This produces an image
suitable for most computer monitors that display either 72 or
96 pixels per inch. Scanner software also has settings to scale an image and perform
basic adjustments for tonal quality (amount of brightness and contrast).

Optical character recognition (OCR) is the process of con-

verting printed text to a digital file that can be edited in a word | pscir is American Standard Code for

processor. The same scanners that capture images are used to Information Interchange, the basic digital
code for alphanumeric symbols.

perform OCR. However, a special software application is necessary

to convert a picture of the character into an ASCll-based letter.

This OCR software recognizes the picture of the letter C, for example, and stores it on the
computer using its ASCIlI code (01000011). These characters are then edited and refor-
matted in a word processing application. Many image scanners today are shipped with
OCR software that can recognize basic text formations. Specialized applications, such as
OmniPage or Readiris Pro, are optimized to deliver high-speed, accurate OCR results. The
final success of any OCR conversion depends on the quality of the source material and
the particular fonts used on the page. Small print on wrinkled, thin paper will not deliver
good OCR results.

OCR scanning is one method of capturing text documents. Scanners are also used to
create a PDF (Portable Document Format) file. The scanner captures a specialized image
of the page and saves it as a .pdf file. Adobe Acrobat Reader is necessary to view the
contents of a .pdf file. This file format is cross-platform compatible, so it is particularly
suitable for distributing highly formatted documents over a network. OCR scanning cre-
ates a file that can be edited in any word processing application. PDF scanning, on the
other hand, creates a specialized file format that can only be managed by Adobe Acrobat
software.

Flatbed scanners are configured to meet a variety of uses. The scanner bed varies to
handle standard letter- to legal-size image sources. Multiformat holders are available for
35mm filmstrips and slides (Figure 3.18). Some scanners have an optional sheet-feed
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Figure 3.18 Slide and flatbed scanners.

device. For small production, these adapters to a flatbed scanner
may suffice. For larger projects, more specialized scanners should
be considered. Slide and film scanners are specifically calibrated
to capture high spatial resolution, some at 4000 dpi. Sheet-fed
scanners are built to automatically capture large print jobs and
process 15 or more pages per minute. In selecting a scanner for
multimedia development there are many considerations. Image
or text source, quality of scan capture, ease of use, and cost all
factor into choosing the right scanner.

Digital cameras are a popular input source for multimedia
developers (Figure 3.19). These cameras eliminate the need to
develop or scan a photo or slide. Camera images are immediately
available to review and reshoot if necessary, and the quality of
the digital image is as good as a scanned image. Digital capture
is similar to the scanning process. When the camera shutter is
opened to capture an image, light passes through the camera
lens. The image is focused onto a CCD, which generates an analog
signal. This analog signal is converted to digital form by an ADC

and then sent to a digital signal processor (DSP) chip that adjusts the quality of theimage
and stores it in the camera’s built-in memory or on a memory card (Figure 3.20). The
memory card or stick has limited storage capacity. Images can be previewed on the card,
and if not suitable, deleted to make space for additional images.

Figure 3.19 Digital cameras have a variety of features including size, storage capacity, mega-
pixel, and optical zoom ratings.
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Digital camera image quality, like scanning, is based on
spatial resolution and color resolution. Most consumer-
grade digital cameras use 24-bit color resolution. This
is quite adequate for most multimedia development.
Professional digital cameras often use 42- or 48-bit color
resolution, allowing them to capture a wider range of data
for manipulation by image-editing programs.

A digital camera’s spatial resolution is measured in the
number of pixels captured by the CCD. Early digital cam-
eras were 1 megapixel. This means the maximum image
resolution is 1200 horizontal by 800 vertical ppi (1200 X

800 =960,000, or close to 1 million pixels). The physical size ~ Figure 3.20 Memory cards for digital cameras.

of the image depends on where it is viewed. If this image is
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viewed on a monitor at 72 ppi, the image will appear quite large:
16 by 11 inches. If printed at 300 dpi, the image will be 4 inches

Dots vs. Pixels

Spatial resolutions are measured in dpi for

wide by 2.6 inches high (Table 3.6). These camera images are fine | print material and ppi for electronic display.

for web pages or sending email attachments, but they do not cap-
ture sufficient data to produce high-quality, photolike printouts.

Newer digital cameras capture resolutions of 10 to 15 megapixels. Higher pixel ratings
mean more realistic printed photographs. They also mean larger file sizes. If the camera
is set to capture the highest-quality image, the total number of stored images is reduced.
Most cameras have adjustments to lower the resolution and capture more images on the
memory card or stick.

Images are transferred to a computer from the memory card through a USB adapter,
a memory card reader, or wirelessly through Bluetooth or Wi-Fi. Image catalog programs
such as iPhoto help to manage digital images on secondary storage. These files can then
be edited using programs such as Photoshop or PaintShop Pro to enhance quality, adjust
size, or add special effects. The digital camera has brought great efficiency to multimedia
development. The costs of film, development, and time are reduced by digital source cap-
ture. It has also introduced a new level of creativity to the photo-editing process as devel-
opers take advantage of editing software to enhance and combine the digital photos.

Digital video (DV) cameras are another important input device for developers (Figure
3.21). Before DV cameras became effective and affordable, developers captured video in

Table 3.6 Comparison of Selected Megapixel Ratings and Image Sizes

4 Megapixel 6 Megapixel 8 Megapixel 12 Megapixel

2700 h X 1704w 3008 h < 2000 w 3266 h X 2450 w 4290 h <X 2800 w

= 4,600,800 total pixels = 6,016,000 total pixels = 8,001,700 total pixels = 12,012,000 total pixels
Viewed @ 72 ppi=37.5" X  Viewed @72 ppi=41.7" X Viewed @ 72 ppi = 45.3" X Viewed @ 72 ppi = 59.5" X
23.6" image size 27.7" image size 34.0" image size 38.8" image size

Printed @ 300 ppi=9" X Printed @ 300 ppi = 10.02"  Printed @ 300 ppi = 10.88"  Printed @ 300 ppi = 14.30"
5.6" image size X 6.67" image size X 8.16" image size X 9.34" image size
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analog format. Analog video was played through a VCR
to a video-capture board where the analog signal would
be converted to digital format and stored on the hard
drive. DV cameras eliminate that conversion process. Full
motion capture is stored on a built-in hard drive, a tape,
DVD, or memory card. DV cameras often have a FireWire
interface to transfer a digital movie to other devices.
Using applications such as Apple Final Cut Pro or Adobe
Premiere, developers can edit and enhance the video in
a wide variety of ways.

The performance of a DV camera is determined by sev-
eral factors. The first is the method used to capture video
data. Professional-quality video requires a 3-chip camera.

Figure 3.21 Digital video camera. These cameras have a separate CCD for each channel of

red-green-blue (RGB) color. One chip captures the full
range of reds, another greens, and the third blues. These three separate channels yield high-
quality color. Less expensive consumer DV cameras use a single CCD and rely on sharpening
algorithms to reproduce three channels of color. This tends to oversharpen the image and
add artifacts to the moving images. While consumer DV cameras are an affordable means of
capturing video footage and may suffice for some multimedia applications, a professional
project will require the more expensive 3-chip cameras.

Lens and zoom quality are also important for high-quality capture. An inferior lens
affects the camera’s ability to reproduce color and capture sharp images. DV and still-
image cameras feature digital zoom. This simulates the effect of a stronger telephoto
lens by digitally enlarging and cropping an image. Digital zoom inserts additional pixels
based on an analysis of the original image, in effect creating a “best guess” enlargement.
Digital zoom is not a good substitute for high-quality optical zoom lenses that faithfully
capture the details of the original image.

Most standard consumer DV cameras also have built-in automatic-exposure features,
image stabilization (to compensate for the shaky hand), and preprogrammed modes
that adjust video for backlit scenes, sports photography, snow, or spotlight scenes. A
retractable liquid crystal display (LCD) screen displays the video and can be an alter-
native to using the eyepiece to frame a shot. Many consumer DV cameras also have a
still-capture media card and can be used to take photographs, though usually at lower
resolutions than a digital still camera.

Sound capture devices transform analog waveforms into digital files. Microphones are
built into many computers and are useful for capturing voice commands and recording
directly into applications such as PowerPoint. Built-in microphones, however, can introduce
interference and are not suitable for high-quality capture. Developers often connect high-
quality microphones directly to the computer’s audio-capture port for better results. CD
and tape players can also be plugged into a sound-capture board through the audio port.
An ADC translates the analog sound wave into a digital file. Sound-editing software, such
as Sound Forge or Audacity, can then be used to remove unnecessary segments, enhance
sound quality, or add special effects.

Graphics tablets have a flat drawing surface for freehand image creation (Figure 3.22).
The artist uses a stylus to draw on a pressure-sensitive surface. Software interprets the
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stroke pressure to control density and color, reproducing the artist's
drawing as a digital image. Tablets are also useful for tracing existing
art. Many developers work with graphics tablets because of the intui-
tive drawing control they provide. The digital artwork they produce
can then be directly manipulated with popular image-editing pro-
grams such as Photoshop or Corel Draw.

Multimedia Output Devices

Computer output devices present processed data in a useful form.
Output devices include screen displays, audio speakers or headsets,
and hard copy. The quality of output for display, sound, and printis

Figure 3.22 Artists and designers use
dependent on the performance features of these devices. graphics tablets and a stylus pen to

input drawings for further editing.

Display Devices Display devices share their heritage with either

cathode ray tube (CRT) technology used in analog televisions or

liquid crystal displays (LCD) first used in calculators and watches. Both CRT and LCD
technologies produce an image on a screen through a series of individual picture ele-
ments (pixels). As in scanners and digital cameras, the quality of a display image is largely
determined by spatial resolution (the number of pixels) and color resolution (the bit
depth of each pixel).

CRT monitors use raster scanning to generate a display. In this process an electronic
signal from the video card controls an electron gun that scans the back of a screen with
an electronic beam. The monitor’s back surface is coated with a phosphor material that
illuminates as electronic beams make contact. The electronic signal scans horizontal
rows from the top to the bottom of the screen. The number of available pixels that can
be illuminated determines the spatial resolution of the monitor. For example, a CRT with
1024 X 768 spatial resolution can display well over 700,000 pixels (Figure 3.23).

Yoke Phosphor Layer

i;J" Electron Beams
Electron Gun

Figure 3.23 Raster scan CRT creates images through
electron beams that illuminate a phosphor coating on
the back of the monitor screen. RGB color monitors
have three beams to illuminate red, green, and blue
phosphors. See Color Plate 4.
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24- and 32-bit Color ‘ Color res‘olution, or bitdepth, is the second .factor tq influence
24-bit color assigns 8 bits to each of three display device performance. The number of bits per pixel deter-
color channels—red, green, and blue. This mines the range of possible colors that are displayed. The video
produces 256 variations for each channel card controls bit depth. Video cards convert computer data to an

pixel.

and 16.7 million colors for their combina-
tion (256 X 256 X 256). The extra 8 bits
in 32-bit color does not produce more color tor has a range of 256 color possibilities (2°). This is sufficient for

options. Instead, this is an “alpha channel,” text and simple graphics, but a wider range of colors is needed
used to specify the transparency of each

electronic signal that illuminates the pixels. An 8-bit color moni-

for more sophisticated graphics and video. Current video cards

generate 24- to 32-bit color, supporting 16.7 million colors.

CRT technology is now replaced with smaller, lighter-weight,
fully digital displays that use a different technique to create pixels. An LCD screen is a
sandwich of two plastic sheets with a liquid crystal material in the middle. Tiny transistors
control rod-shaped molecules of liquid crystal. When voltage is applied to the transistor,
the molecule is repositioned to let light shine through. Pixels display light as long as the
voltage is applied. Laptops borrowed this technology and improved its resolution, color
capability, and brightness to make LCDs suitable for computer display.

Laptop computers employ an active matrix screen that uses thin film transistor
(TFT) technology. TFT displays assign a single transistor to each liquid crystal cell to
control the color and light that compose a pixel. Each pixel on the LCD is a bundle of
subpixels (red, green, and blue) that are combined to generate the array of colors.

Resolution and brightness impact the quality of LCD output. LCD screens have
specific resolutions controlled by the size of the screen and the manufacturer. This
fixed-pixel format is referred to as the native resolution of the LCD screen. A 15-inch LCD
screen has a native resolution of 1024 X 768 pixels: there are exactly 1024 pixels in each
horizontal line and 768 pixels in each vertical line for a total of 786,432 pixels. Altering
the resolution to lower settings, 800 X 600 for example, reduces the output quality. Most
LCDs use an expansion technigue to fill the screen with the image at a lower resolu-
tion. Pixels are either doubled, producing a chunky effect, or added using interpolated
colors, resulting in a blurred effect. Either way, the quality of the image is compromised.
LCD screens should remain in their native resolution for best results. The brightness of
light that shines through the screen is also significant in overall output quality. Brighter
screens display richer graphics.

LED (light-emitting diode) displays have moved from large TV screens to mobile
phones, tablets, laptops, and desktop screens. These displays use the same TFT display
technology as the LCDs. A major distinction isin the manner of providing the light source
to illuminate the pixels on the screen. LCD displays use a fluorescent lamp as the light
source to project the colors through polarized liquid crystals. A single fluorescent tube,
smaller than a pencil, provides a bright white light that is diffused across the back of the
display withoutincreasing the temperature of the panel. LED screens use a single row of
light-emitting diodes to make a brighter backlight that significantly improves the quality
of the monitor display. There are several advantages that come from altering the method
of backlighting the liquid crystals. LED monitors offer more intense lighting and finer
color resolution to deliver a more natural color experience. They use on average 40% less
power than the LCD display, preserving battery life for mobile devices. Finally, the LED
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display has a sharper image from any angle, unlike the LCD display
that is best viewed directly in front of the monitor (Figure 3.24).

Sound Devices Speaker systems are essential components of
modern computers. Most early microcomputers restricted sound
output to warning sounds such as a loud beep when there was
an error message. Macintosh computers raised the bar on sound
output when the first Mac introduced itself to the world in 1984.
A computer that could speak changed the prevailing belief that all
computer information needed to be in visual form. Sound capabil-
ity soon became a requirement for a multimedia computer.

Sound output devices are speakers or headsets. They are
plugged into the soundboard where digital data is converted to
analog sound waves. Soundboards can be a part of the system
board or added to a computer’s expansion slots. Soundboard cir-
cuitry performs four basic processes: it converts digital sound data
into analog form using a digital-to-analog converter,or DAC; records
sound in digital form using an ADC; amplifies the signal for delivery
through speakers; and creates digital sounds using a synthesizer. A
synthesizer is an output device that creates sounds electronically. Synthesizers may be
built into the computer’s soundboard or added later, usually as a card mounted in one
of the system’s expansion slots. The most common standard for creating digital music
using a synthesizer is MIDI (Musical Instrument Digital Interface). MIDI specifies the
format for musical commands, such as striking a piano key. The computer sends these
commands to the synthesizer, which then creates the appropriate sound.

Sound quality depends on the range of digital signals the soundboard can process.
These signals are measured as sample size and rate. Sample size is the resolution of the
sound measured in bits per sample. Most soundboards support 16-bit sound, the current
CD-quality resolution. Sample rate measures the frequency at which bits are recorded
in digitizing a sound. Modern boards accommodate the 48 KHz sample rate found in
professional audio and DVD systems. Soundboards control both sound input and output
functions. Input functions are especially important for developers because they need to
capture and create high-quality sounds. End users are concerned with output; they want
high-quality sound for games, movies, and digital music.

Print Devices Printers remain an important multimedia peripheral device, despite the
fact that multimedia applications are primarily designed for display. Storyboards, system
plans, schematics, budgets, contracts, and proposals are just a few common documents
that are frequently printed during multimedia production. End users print images and
web pages, as well as the standard text documents associated with most computer
applications.

There are two basic printing technologies: impact and nonimpact. Impact printers
form images and text by striking paper. Dot-matrix printers use a series of pins that
strike the paper through an inked ribbon. These printers are used for applications that

Figure 3.24 LED screens use a row
of light-emitting diodes to backlight
the display, resulting in better clarity,
resolution, and color.
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require multiform output or high-speed printing. They are easy to maintain and relatively
inexpensive to operate. However, limited color and graphics capability, combined with
high noise levels, make impact printers undesirable for most printing needs.

Nonimpact printers form printed output without physically contacting the page. These
devices includeinkjet, photo, and laser printers. Inkjet printers are used in many homes
and businesses. They are affordable, quiet, and versatile: inkjets can print everything from
labels and envelopes to photo-quality colorimages. An inkjet printeris a line printer. The
print head moves across the page, one line at a time, spraying drops of ink. Different
techniques are used to produce the ink spray, but the most common is the “bubble” jet
method first implemented in 1977 by Cannon and later adopted by Hewlett-Packard
(HP). As the ink cartridge moves across the paper, heat is applied to tiny resistors on the
metal face of the print head. The surface of the ink boils, producing a vapor bubble. This
bubble forces ink through a nozzle and onto the paper (Figure 3.25).

Inkjet output quality is determined by printer resolution and type of paper. Printer
resolution is measured in dpi. The drop of ink is a dot. An image printed at 200 dots per
inch will have more ink applied than one printed at 100 dots per inch. Inkjet printers can
support optimized resolutions of 4800 dpi. Because the inks tend to blend together on
the paper before they dry, inkjet printers can achieve higher-quality output with fewer
dpi. Setting the print resolution to 200 dpi will deliver a reasonably good photograph
and also reduce ink consumption.

Inkjet papers vary in surface texture. Glossy photo paper is used to transform digital
images into printed photos, while matte finish paper can produce colorful reports.

\
Inkjet printers spray tiny
droplets of ink on paper

Figure 3.25 Inkjet printers spray dots of colored ink to form an image. See Color Plate 5.
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Papers with linen or cotton fibers and textured papers will bleed where inkis applied. For

best results, use paper specifically designed for inkjet printers.

Printer speed is measured in pages per minute (ppm). Inkjet
printers average 20 ppm. Color printing is much slower than black
and white output. A typical black-and-white speed is 18 ppm,
whereas color output slows to 12 ppm.

Although most inkjet printers are very affordable, the cost of
consumables can be high. Print cartridges are expensive to replace
(Figure 3.26). Expect to replace color cartridges frequently if the
outputis full-size color photos. Specialty papers for high-gloss pho-
tos are also expensive. Paper and ink costs should be factored into
the decision to use inkjet printing for multimedia production.

A photo printer is a color printer specifically designed to pro-
duce photos (Figure 3.27). The best photo printers can deliver
photo lab-quality output. Many consumer photo printers are based
on inkjet technology. These printers use a media card from a digital
camera and have a push-button panel to set the size, quality, and
number of copies. Images do not have to be transferred to a com-
puter before they are printed. This increases the ease and speed of
sharing digital pictures. Some inkjet printers are configured as
both a standard and photo printer by adding a media card slot
and panel controls to manage the photo printing. More expensive
photo printers use dye sublimation technology for output. Dye
sublimation uses heat to transfer colored dye to specially coated
papers. These printers are found in professional settings such as
photography studios and digital imaging labs.

Laser printers use a copier-like technology to fuse text and
image to the paper. They are called page printers because the
entire page is transferred to the printer's electronic storage
before it is formed on paper.

Laser printing begins with document transfer to the printer’s
electronic storage. A laser beam then scans an optical photo-
conductor (OPC) drum, placing a negative electrical charge
where text and images should appear. Toner, a form of pow-
dered ink, is attracted to these charged areas. When paper
moves through the printer, it passes under the OPC drum, which
deposits the toner. Other rollers add heat and pressure to fuse
print material on the page. Because lasers print an entire page at
once, they are faster than inkjet printers.

Laser printers have resolutions of 600 to 2400 dpi. Common
print speeds range from 20 to 45 ppm. Laser printers are very
popular in offices with large black and white print jobs where
quality and speed are imperative. For years, inkjet printers held
the advantage of color over a standard laser printer. Color laser
technology is now delivering high-quality color output at rea-
sonable costs.

Figure 3.26 Inkjet cartridges.

Figure 3.27 Photo printers can crop,
enlarge, and enhance the image before
printing on special photo paper.
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Color laser printers add cyan, magenta, and yellow toners to traditional black.
Applying additional toners slows printing speeds. The laser scans each color separately
to the OPC drum, making a separate pass of the drum to collect each color for the entire
page. Early printers moved the paper past the drum each time to collect a particular
color, but the constant movement of paper back and forth through the printer rollers
often misaligned the color output. Now one-pass color lasers simply move the drum four
times around to collect toner for each color and then pass the paper once to transfer the
final colored image. Color laser printers are significantly slower than standard black and
white lasers because there is extra processing for each color.

Color laser printers require large electronic storage capacity. A full-page, 600-dpi color
image may require over 16 MB of printer storage. If the printer cannot form the entire
page in memory, it will only print the portion it can store. In some cases, insufficient
memory produces an error message and the page is not printed at all. Color laser printers
should have from 128 MB to 512 MB of primary storage.

Laser printers are desirable output devices because they have

Resolution (measured in dpi)

Speeds (measured
Cost of the printer

Cost of consumables (paper, inks, toner)
Paper-handling features (duplexers,

envelopes, labels,
paper forms)

Built-in memory capacity (more is

always better)

Considerations for Selecting a Printer high-quality and high-speed output. However, these printers

are expensive to operate. Operational expenses include toner
in ppm) cartridges, service contracts, and paper. Laser printers also
require special environmental conditions. Excessively dry or
damp atmospheres will affect printer operation. Many multime-
legal, continuous dia development offices share laser printers through network
connections, reducing the cost to individual users. Most laser
printers have built-in network cards for Ethernet LANs (local area

Computer and network interface (USB, networks).
parallel, Ethernet capable) In addition to standard printers, there are other print devices

Maintenance requi

tracts, cleaning requirements, operating

environment)

rements (service con for specialized applications. Plotters, portable printers, and label

printers are just a few. A hybrid device that combines printer,

scanning, fax, and copier technology in one unit is called a
multifunction printer. This single unit saves desk space and eliminates the need for
purchasing separate output devices. All printing devices utilize either the basic impact
or nonimpact methods. When selecting printers for multimedia development, consider
the purpose of the output and the media to print. If documents are text-based reports
for staff members, high-quality, expensive printers may not be necessary. If the media
is detailed images for production design, then a printer with high color resolution is
important.

3.4 Networks

Multimedia projects may require input from many individuals working independently
on their personal computers. The integration of this work requires a network of comput-
ers. A network is a collection of computers connected through a communication link
to share hardware, data, and applications. Networks also allow individual processors in
each computer to work simultaneously on a single task. Complex rendering projects for
animation sequences are frequently done with an array of networked computer proces-
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sors called a “render farm.” Networks are the backbone that ties together the work of
individual developers and the resources of their personal computers.

Computer networks are categorized as WAN (wide area network) or LAN (local area
network). The WAN connects computers over a wide geographic region using the com-
munication lines of an outside service provider such as a telephone or cable company.
A developer can transfer digital files via email attachments or use file transfer protocols
(FTP) to add digital files to a remote network server. In both cases, the computer con-
nects to other systems through external communication links.

The Internet is a special form of WAN. It is a network of networks that uses Transmission
Control Protocol and Internet Protocol (TCP/IP) to send data from one computing device
to another. Protocols, or rules for transmitting data, control the transfer and addressing of
data between each host computer. The Internet started in 1969 as a government research
project with four computer systems interconnected to share system resources. Twenty
years later, the Internet exploded with possibilities when Tim Berners-Lee developed the
HTTP (hypertext transfer protocol) protocols for the World Wide Web (WWW).

The Web introduced interactive multimedia to the Internet. Web pages, written in
HTML (Hypertext Markup Language), display multimedia through a browser such as
Internet Explorer or Safari. Hyperlinks connect resources from one web page to another
location. Hyperlinks are defined with a uniform resource locator (URL) that identifies
the path to an Internet resource such as an image, web page, or video file.

The efficiencies of the Web are in its client/server model for distributing data. Server
computers store and send data to a client computer. Client computers have software to
open and process data files. Once data is downloaded from the server, applications on
the client computer, such as browsers and plug-ins, display or play data content. Client
computers process data locally, which is more efficient than processing it on a server
computer shared by thousands of users.
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Special data file formats are necessary to ensure data is com-

Incompatibilities between computer platforms and data file for-

http://www.jblearning.com/about/overview/
patible on any client system. For example, image files include This URL identifies the http protocol,

Jjpg, .gif, or .png format and text files use .html or .pdf format. | the host computer (jblearning), the domain
(.com), and the path to a specific document
resource on that host (/about/overview/).

mats are slowly disappearing through the network connections
and protocols of the World Wide Web.

A LAN is a series of computers connected within an organization. Many homes now
have a LAN to share printers and access to the Internet. Multimedia developers connect
computers to distribute files, access applications from a local server, or share hardware
devices. Computers on a LAN can be connected using twisted pair cable that resembles
a phone line, although wireless connectivity is increasingly common.

Ethernet is a common set of protocols to control the flow of data on a LAN. Ethernet
defines how files are transferred, the speed of transfer, and the cables used to connect
the computers. Many LANs are using wireless connections as computers become more
mobile and users desire flexible network access. A wireless network requires an access
point (AP) that broadcasts a radio signal within a cell area. The AP often contains a fire-
wall to prevent unauthorized wireless network access. The AP is connected to a larger
network system through a cable modem or router (a switch to control data flow on a
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network). Computers need a wireless card or built-in wireless capability to send and
receive data via radio waves.

Wi-Fi and Bluetooth are two popular wireless LAN standards. The Wi-Fi (wireless
fidelity), or 802.11b standard, transmits on 2.4 GHz radio frequencies. Transmission rate
is 11 Mbps up to 300 feet away from the AP. Distance, interference, and number of users
can adversely affect the transmission rate. Frequent upgrades to this standard introduce
higher bandwidth and increased reliability of data transfer within the 2.4 Ghz frequency
range. The 802.11g provides bandwidth up to 54 Mbps and 802.11n introduces newer
transmission techniques to achieve up to 100 Mbps. The Bluetooth protocol was
developed in 1994 to communicate between devices within 30 feet at 1-Mbps speed:s.
Bluetooth is designed to transfer data between nearby computers and PDAs, or to com-
municate with a nearby printer or other peripheral device.

Networks have increased the power of individual computers and expanded the effi-
ciency of computer users. Networks are also instrumental in fulfilling the visions of Bush
and Nelson to build “trails” from one data point to another.

3.5 Summary

Computers are manufactured in many sizes and platforms. Mainframe and supercom-
puters are used in organizations with high volumes of data and complex processing
requirements. Personal computers use microprocessors to bring computing power to
the desktop of both multimedia developers and end users. Personal computers are
defined by their platform, the combination of hardware and operating system they
use. Multimedia developers must consider the development platform that meets their
project requirements, as well as the delivery platform, the computer system available to
potential users.

All computer hardware systems share the basic functions of input, processing, stor-
age, output, and transmission of data. The system unit, consisting of the CPU, primary
memory, expansion ports, and the circuitry that connects them, provides the founda-
tion for processing digital instructions and data. Peripheral devices support processing
through input and output interfaces on the system board. Hard drives, CD and DVD
drives, and solid-state media are common peripheral devices that support the main pro-
cessing activity by storing software and data for later processing. Large capacities of per-
manent, portable storage are necessary to deliver the applications expected of today’s
multimedia computers. Networks unite computer hardware making it possible to share
and distribute media within local organizations or over wide geographic areas.

The evolution of multimedia hardware is far from complete. New devices appear
daily. The marvel of the digital computer is its scalability and adaptability. Computer
microelectronics move ever-larger volumes of data at ever-increasing speeds. Processors
transform those bits into wondrous images and sounds. But even the most advanced
hardware is simply a collection of components awaiting instructions and data from a
user. Software, the subject of the next chapter, transforms electronic computers into
useful tools to create and manage an increasingly interconnected world of digital mul-
timedia.



Key Terms

Access point
Access time

Active matrix

ADC

Address bus
Arithmetic logic unit (ALU)
ASCII

Bit depth

Blu-ray

Bluetooth

Bus

Cache

Constant angular velocity (CAV)
ccb

CD-DA

CD-R

CD-ROM

CD-RW

Client

Clock speed

Cloud storage
Color resolution
Computer platform
Computer system
Constant linear velocity (CLV)
Control unit

CPU

Cross-platform compatibility
CRT

DAC

Data bus

Digital zoom
Dot-matrix printer
DVD

Dye sublimation
Ethernet

FireWire

Flash drive

Flash memory
Frame

Hard drive
Hardware interface
Hyperlinks

Inkjet printer

Key Terms

Instruction set

Interface ports

Internet

LAN

Land

Laser

Laser printer

LCD

LED

Machine cycle

Magnetic storage
Mainframe computer
Memory card

Microcode

Microcomputer
Microprocessor

Mobile computing platform
Multicore

Multifunction printer
Multiprocessing
Multitasking
Nanotechnology

Network

Optical character recognition (OCR)
Optical photoconductor (OPC)
Optical storage

Parallel data transmission
Parallel processing
Peripheral devices
Personal computer (PC)
Photo printer

Pipelining

Pit

Pixel

Primary memaory
Protocols

Random access

Random access memory (RAM)
Raster scan

Read-only memory (ROM)
Registers

RISC

Router

Scanner

75



76

Chapter 3 Computer Hardware

Secondary storage
Sector

Serial data transmission
Server

Session

Solid-state storage
Spatial resolution
Storage capacity
Supercomputer
Synthesizer
System board
System bus
System unit

Resource

TCP/IP

Thin film transistor (TFT)
Thunderbolt

Track

Transfer rate

Uniform resource locator (URL)
Universal Serial Bus (USB)
USB 3.0

WAN

Wi-Fi

Word size

World Wide Web (WWW)

Taylor, Jim. 2005. DVD Frequently Asked Questions (and Answers). DVD Demystified. http://
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Review Questions

1.

10.
11.
12.

13.
14.
15.

16.
17.
18.

What are the differences between a supercomputer, mainframe, and microcom-
puter?

What are the two main components of a computer system?

Why should a multimedia developer be concerned about cross-platform compat-
ibility?

What are the two main categories of computer hardware? Explain the function of
each.

Why is the system board an essential component of the system unit?

What are the three main sets of transistors on a microprocessor chip? Identify the
main purpose of each set.

How do clock speed and word size determine the performance of a CPU?

What is the advantage of a 64-bit address bus over a 32-bit bus?

What are the differences between and uses of RAM and ROM?

How does cache memory improve the overall performance of a processor?

What are the similarities and differences between USB and IEEE 1394 interfaces?
Why is the transfer speed of the hardware interface important to a multimedia
user and developer?

What are the magnetic storage options for portable media?

How do pits and lands on an optical disc store digital data?

What is one advantage and one disadvantage of the CLV method of data stor-
age?

Why does the Vin DVD currently stand for versatile?

Why can DVDs store more data than CDs?

What are three input devices that would be useful for a graphics artist?



19.

20.

21.
22.
23.
24.
25.

Discussion Questions

What are the three computer display technologies? Identify a major distinction of
each.

What is an advantage and disadvantage of each of the following printer catego-
ries: inkjet printer, laser printer, photo printer, and color laser printer?

What is the distinction between a WAN and a LAN?

What features did the WWW introduce to the Internet?

What are the essential similarities and differences between Wi-Fi and Bluetooth?

Why is the Internet a special form of WAN?

Why is the client/server arrangement an efficient use of the server’s processor and
the network’s bandwidth capacity?

Discussion Questions

1.

11.

12.

Recommend four essential system unit performance features a video developer
should consider when purchasing a computer to import, edit, and store digital
video.

Identify the five main uses of secondary storage and recommend a storage
medium for each one to manage 900 MB of digital sound.

What are the three major categories of secondary storage devices? List the main
advantages and disadvantages of each.

Do you think CD-RW/DVD drives will soon replace magnetic external storage
devices? Explain your position.

As a video editor on a multimedia production team, what type of secondary stor-
age would you use for composing and editing the digital video? Explain your
choice.

Many organizations are storing all their vital data on cloud storage services. Do
you think this is a good idea? What are the most important issues to consider?
Support your answer with web research on these issues.

Locate a recent ad for a flatbed scanner and describe the performance features of
that scanner.

Locate a recent ad for a digital camera and describe the performance features of
that camera.

Will solid-state storage soon replace magnetic storage? Explain your position.
Research how render farms are used to develop digital animation sequences and
report your findings.

Research two cloud storage providers and compare the features of each. Identify
specific provisions each makes for the security and privacy of your data.

Review the vision of Vannevar Bush and Ted Nelson and determine if today’s
networks and search engines are fulfilling their vision. Explain why they are or are
not.
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A computer is a blend of physical components, or hardware, and sets of instructions,
or software. This chapter presents the essentials of the different types of software that
make multimedia development and delivery possible. After completing this chapter you
should understand:

® The three main categories of software

® The functions of operating systems

= The main types and uses of programming languages

= The different types of software used to develop multimedia products

4.1 Categories of Software

Software is the collection of computer programs that govern the operation of a com-
puter system. A program is a list of instructions that can be carried out by a computer.
Without software, a computer can do nothing. With the appropriate software, computers
can perform virtually any information-processing task. There are three main categories of
software. Operating systems are software that control hardware devices and basic system
operations. Programs that perform specific tasks are applications. Programming language
software is used to create other software programs. Each of these three types of software
has important uses in multimedia computing.

4.2 Operating Systems

Operating systems are taken for granted by most users. We power on the computer and
quickly launch into a favorite application. Yet without the operating system there would
be no access to hardware, applications, or data. The operating system is a collection of
programs that provide a user interface, manage the computer’s resources, and execute
application programs. The user interface facilitates interaction with the computer sys-
tem. Computer resources such as memory, central processing unit (CPU), printers, and
disk drives are hardware components managed by the operating system. The operating
system also manages and executes application software such as Photoshop or Excel.
Operating systems are vital to making the computer a useful tool.

Operating systems vary from one computer platform to another because different
platforms use different hardware. Versions of Windows manage hardware specific to
the PC. OS X is an operating system designed for the hardware used in the Macintosh
computer platform. Other operating systems such as Unix and Linux are multiplatform
systems because they are easily adapted to control hardware from different manufactur-
ers. While there are many operating systems on the market, all perform the same basic
functions. Multimedia developers rely on the operating system to provide an intuitive,
easily navigated user interface; to manage a wide range of hardware devices; and to
control the operation of many different application programs.

User Interface

The user interface provides a means to communicate with the programs and hardware
of a computer system. The user interface may consist of commands typed into the
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operating system directly, or it may be a series of icons and menu bars. Early computers
used commands to manage computer operations. This command-line interface required
knowledge of a specific command language and precise attention to syntax: misplace a
comma or make a spelling error and the command would not execute. The command
language interface discouraged widespread use of computers because it was neither
intuitive nor forgiving.

Visionaries such as Douglas Engelbart and Alan Kay recognized the limitations of this
interface. Their ideas helped to shape the first graphically controlled computer, the Alto,
developed in 1973. Alto presented computer functions in windows where an operator
could manipulate a mouse to visually control objects like papers on a desk. This early
research into graphical computing paved the way for Steve Jobs to develop the first
GUI (graphical user interface) for the Lisa computer. This operating system was revised
in 1984 for the Macintosh, which used a desktop metaphor complete with folders,
clipboard, and trash can to control complex hardware functions. The operating system
was slowly adapting to the way people work and freeing the user from learning arcane
computer commands.

The graphical userinterface is standard in operating systems today. A GUI (or “gooey”)
presents the functions of the operating system as a series of icons, pull-down menus, and
dialogue boxes. “Point and Click” and “Drag and Drop” now provide users with easily
learned, intuitive procedures to control complex computer systems. This interface is
now extended to more than mouse pointers and clicking, as the mouse is being replaced
with one or more fingers. Often referred to as multitouch, this form of NUI (natural user
interface) offers more intuitive control of the operating system. Multitouch is a method
of input that allows one finger or multiple fingers to manipulate the computer interface.
Itis one expression of a wider form of natural user interface that allows direct input to the
operating system without an intervening tool such as a mouse or stylus pen.

Touchscreen technology to control electronic devices was first introduced in the late
1960s by IBM. Both hardware and operating systems have advanced dramatically since
then to include single-touch action and multifinger manipulation of screen images. A
1991 publication by Pierre Wellner that described a “Digital Desk” first formalized multi-
touch and pinching motions to control the screen display. Apple acquired the tech-
nology in 2005 for use with the iPhone. It became immediately popular in the mobile
device market. The tabletop touch interface used by Microsoft is another expression of
NUI. Introduced in 2001, this interface not only recognizes touching by multiple fingers,
but also recognizes certain devices, such as a digital camera or a cell phone, placed on
the surface. As tablet computers and e-readers proliferate, users will increasingly rely on
a user interface that doesn’t require an external input device. Multimedia developers
can now unleash a new wave of creative products that take advantage of natural user
interfaces.

Managing Computer Resources

Operating systems control a variety of computer resources including processors, mem-
ory, peripheral devices, and networks. In many cases, the operating system (OS) performs
its tasks behind the scenes with little or no user interaction. In other cases, the operating
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system may provide special programs, called utilities,
to assist users in more directly controlling operating
{~Display- Color | system functions (Figure 4.1).

The 0S and the Processor

Operating systems control how programs are exe-
m cuted in the processor. Some processors are so pow-

erful they can support many users simultaneously.
Multiuser operating systems control the amount of
processor time each user’s program will have. This
process is also called timesharing because the oper-
ating system allocates “slices” of processor time to
multiple simultaneous users. First one user, then
another, will be given a few microseconds of the pro-

{ Gather Windows ) [ Detect Displays | (Z)

Figure 4.1 The Macintosh option to select monitor cessor's time. Multiuser systems are also multitasking.
properties built into the operating system. Multitasking is the ability of the operating system to

manage more than one application concurrently.
Each user can be executing different programs to complete different tasks and all will
appear to be running at the same time.
Multiuser systems are found on midrange, mainframe, and super-

A microsecond is one-millionth of a second.

computers. These systems can support hundreds or thousands of

users at one time. However, if a sudden increase in users occurs,
everyone will notice a slowdown in computer performance because each user is com-
peting for a “slice” of the processor’s activity. Unix and Linux are common multiuser
operating systems.

Operating systems for microcomputers such as the Macintosh and the PC are designed
to support a single user. Microcomputer operating systems also support multitasking.
Multitasking is particularly important for multimedia developers because they often
work with several programs at once. Earlier microcomputers frequently crashed because
the operating system lacked control over application execution. Multitasking often
caused systems to “freeze” because one application monopolized computer resources
and failed to release control to other applications. Preemptive multitasking gives the
operating system additional control over system resources. The operating system can
interrupt an application process and pass control to another program. The operating
system can also regain control if one of the running applications suddenly stops. This
results in more stable performance when multiple applications are open.

The 0S and Memory Management

Memory management is another important function of every operating system. The
operating system controls how much memory is accessed and used by application
programs (Figure 4.2). Operating systems monitor use of memory and release memory
when the processor no longer needs it. With today’s multitasking environments, it is
important to have the operating system allocate memory effectively among multiple
programs. There is a finite amount of installed RAM and it is easy to fill it up with several
open applications and large data files.
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Virtual memory is a method to expand the €99 Activity, Nonkor =1

amount of memory available for processing
tasks. The operating system identifies a portion
of the hard disk to simulate RAM. The operat-
ing system then swaps program segments
between RAM and the hard drive through a
process called paging. While this swapping
process may slow down processing time, it
does make it possible to run large applications
on a limited amount of RAM storage.

Virtual memory is sometimes helpful in
multimedia development because it may
make it possible to run several programs
concurrently on a computer with insufficient
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RAM. However, virtual memory Comp“cates Figure 4.2 ACtIV'Ity Monitor in 0S X displays CPU and memory
and slows processing and is no substitute for Usage.

RAM. The preferred solution to main memory
shortages is always more installed RAM.

The 0S and Peripheral Devices

Operating systems also include a number of programs to control peripheral devices such
as monitors, printers, keyboards, mice, and storage devices. These programs are shipped
with the computer system or later added as device drivers. Device drivers are programs
that tell the operating system how to communicate with a peripheral device. When a
new device such as a scanner is added, the operating system must be able to recog-
nize and manage that device. Many of these peripheral devices are easily installed with
advances in “Plug and Play.” The operating system senses that a new device is plugged
into an interface and automatically configures the system to support it.

In cases where the operating system does not automatically recognize the device,

it may be necessary to install a device driver. For
example, some operating systems do not recog-
nize certain printers as “Plug and Play” until the
correct driver is added to the operating system.

Managing Network Resources

The widespread use of microcomputers on net-
works requires operating systems to manage the
access and security of networked computers. The
operating system provides options to share files
with other users on the network as well as connect
to network servers and printers. Operating systems
include commands to connect to wide area net-
works (WANs) as well as local area networks (LANs)
(Figure 4.3). They also manage access to wireless
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Figure 4.3 Network configuration for TCP/IP connection.
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networking. Current microcomputers and mobile devices have operating systems that
can be configured to detect and connect to Wi-Fi (or AirPort) and Bluetooth networks.

Networks are particularly important for advanced multimedia development in which
teams of specialists need rapid access to planning documents and media files prepared
by their colleagues.

0S Utility Programs

In addition to managing hardware devices to carry out basic system operations, oper-
ating systems also include various utility programs (Figure 4.4). OS utility programs
provide tools to optimize operating system functions. Disk management tools are a com-
mon utility set. These programs include disk repair, disk defragmentation, disk partition-
ing, and backup routines. Other common utilities are programs to write CDs and DVDs,
view graphics files, uninstall programs, and set up screensavers. The file manager is also
an important utility that provides a graphic interface to managing data on secondary
storage.

Most current operating systems bundle multimedia utilities such as basic image edit-
ing, photo management tools, speech recognition, and sound controls. The Mac OS is
thoroughly integrating multimedia data in its operating system with a series of utilities
that includes iTunes, iMovie, and iPhoto, as well as the popular QuickTime program.
Windows operating systems include Media Player for Internet radio and MP3 files, Movie
Maker, and built-in drivers to transfer images directly from a digital camera or scanner.

Size Kind

| Activity Monitor.app Application
Adobe AIR Application Installer.app 840 KB Application
EM Adobe AIR Uninstaller.app 157.1 MB Application

> [ Adobe Installers - Folder
» [0l Adobe Utilities - Falder
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Figure 4.4 Utility programs provide tools to optimize the functions of the operating system.
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Operating systems continue to expand their multimedia functionality as new computer

technology emerges.

Disk Management

Managing disk storage and access to data files is another impor-
tant feature of operating systems. Operating systems prepare a
disk for storage by formatting the storage medium. Formatting
prepares a disk in three essential ways. First, it defines track and
sector addressing on the disk platter. These physical addresses
are used by the operating system to locate and retrieve data from
a disk. Second, formatting defines a logical storage unit called a

Disk Fragmentation

Disk fragmentation results when segments
of a file (called data blocks) are scattered to
noncontiguous locations on the disk. This
slows access to the file and can decrease
system performance. Defragmentation reor-
ganizes file contents and saves them in con-
tiguous locations. Some operating systems,
including 0S X, automatically defragment

cluster. A cluster is the smallest unit of disk space that contains | ;..

data. A single cluster can hold data from only one file. Depending
on the operating system, the cluster may span one or several sec-
tors on a single track of the disk platter. Finally, formatting defines the file system for the
disk. This is a type of index to each file name and cluster location on the disk. When a file
is retrieved, the operating system locates the cluster address based on the file system.
When a file is saved, the operating system records cluster addressing with the filename
properties. Different operating systems use different file systems. A common file system
for the Windows OS is NTFS (New Technology File System) whereas Apple OS X uses
HFS Plus (Hierarchical File System Plus).

Disk management also involves deleting files and reuse of disk space. When the user
deletes a file, it is marked for removal in the file system. Windows and Mac operating
systems have a “Restore” command that will undelete files. This restores the address to
the file. But once the user empties the “recycle bin” or “trash can,” it is more difficult to
recover the deleted files because the file system frees up cluster addresses for other data
or program files. Only special utility programs can recover the lost data.

File Management

Files are containers for data and programs. They have unique names and properties
that are recognized by the operating system. Understanding how to manage files is also
important for the user. If a file is not carefully named and saved in an appropriate folder,
it can easily be lost in the myriad of files stored on the disk.

Many file names have two components separated by a dot: a prefix name and the file
extension (see Chapter 2). The user defines a data file prefix. The prefix name should
clearly indicate the contents of the file, forinstance RedRose. The file extension can define
two properties of a file: its source application or a file data type. RedRose.psd indicates
that the file is a Photoshop document; RedRose.qgif identifies the file type (graphicimage
format).

Files are initially named when they are saved from RAM to secondary storage. The
user must be aware of the filename conventions of the operating system. Forinstance,
Unix file names are case sensitive, whereas Windows and Mac OS file names are not.
The allowable length and the characters that can be included are also important
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considerations for file names. For years, DOS users struggled with very restrictive file-
name conventions. File names could only be 8 characters with no spaces or special
symbols. Mac users could use 32 characters to define a file name thatincluded spaces
and no extension. Both Windows and Mac operating systems now allow more than
250 characters for prefix names, enough to meaningfully name just about any file.

In addition to filename rules, the user must be aware of the importance of the exten-
sion. Some extensions are unique to programs and must not be

Opening Files with Missing Extensions changed. For example, Photoshop.exe designates a Windows appli-
In cases where an extension is missing, a cation file. If the extension is deleted or changed, the Windows

data file can be opened within the applica- | pperating system will not recognize the program. Application
tion. Launch the application first, then use
the File/Open command to locate the file in
the directory of file names. many supporting programs that locate the application based on

prefix names should not be changed either, because there are

its name.

Other extensions identify the program that created the data file. A Word file has a
.docx extension, Photoshop uses .psd, and Adobe Acrobat has the extension .pdf. These
extensions associate the data with the application. Macintosh operating systems use
either an extension with the file prefix or an icon to associate the data file with the appli-
cation.

File extensions are also useful for end users. If the extension is correct, the user can
“"double click” on a data file name and launch the application to view data immediately.
However, if the extension is deleted or changed, the operating system may not associ-
ate a source application with the data. In both Windows and OS X, a dialogue box often
appears to select an application from a long list of installed programs that could have
created the data.

Extensions can also define a specific data format. These data files are not associated
with any particular application; instead, they indicate the type of data stored in a file. For
example, book.txt is an ASCII text file that can be opened with any text editor or word
processing application. Extensions such as .jpg, .gif, and .bmp are graphics images that
are opened in a variety of image-editing applications. Like other extensions, those that
designate data formats should not be changed. An .aiff extension indicates a sound file. If
the extension is changed to .txt, this will not only confuse a user trying to locate a sound
file, but also the operating system as it tries to relate it to an application.

Directories

In addition to observing file naming conventions, effective file management also requires
an understanding of directories. A directory provides a common storage label for col-
lections of data files and program files. Directories are similar to folders in a file cabinet.
Windows and Macintosh operating systems display filename information in directory
windows (Figure 4.5 and Figure 4.6).

Directories are usually organized in a hierarchical pattern in which folders are placed
within folders to create related subdirectories. The logical structure of directories and
subdirectories can be defined either through pathnames or graphically through folders
that can be opened to reveal other folders. Pathnames identify the main directory first
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Figure 4.5 Macintosh 0S Finder: Files and folders.
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and then indicate subdirectories: “C:\Projects\AjaxCo\Website\Bid.doc” provides the
path to a Word document, Bid, stored on the computer’s hard drive (C).

Like file prefix names, directory names should also clearly identify file contents. For
instance, a popular directory in the Windows operating system is “My Documents.” This
name clearly identifies the files as those created by the user.

Directories are also an important means of grouping related files for ease of access.
For example, directories labeled “JonesProject” or “SmithProject” might store all the files
associated with a specific multimedia project. These could be added as subdirectories
within “My Documents.” Such hierarchies of directories provide an efficient index to
locate specific files.

Another important function of operating systems is to provide tools to create and
manage directories. Windows has a file management utility named Windows Explorer
that displays the contents of a disk directory. Users can move, copy, rename, and delete
files as well as set up directories within the GUI window area. Windows Explorer is an
important utility to control the contents of a disk. The Mac OS also provides a window to
the contents of a storage device. Within each window of a directory the user can move,
copy, rename, and delete files. New folders are easily created in each window to further
organize files on the disk. Using meaningful file names and appropriate directories
makes it much easier to locate specific files among the hundreds that are often created
in the course of a multimedia project.

4.3 Programming Languages

The second major category of software is programming languages. A programming
language is a defined system of syntax (or “grammar”) and semantics (or “vocabulary”)
to write computer programs. All operating systems and software applications are written
in a programming language. There are many different programming languages. Some
languages, like BASIC, provide the fundamentals of programming and are simple to learn;
others, like C, are difficult to master but very powerful. Some languages are better suited
for scientific programs, others for business applications, and still others for multimedia
programs.

Programming languages are divided between low-level and high-level languages.
Low-level languages relate directly to specific processors, requiring programmers to
understand technical details of the computer’s hardware. High-level languages are not
tied to specific hardware. They are more flexible and easier for programmers to under-
stand.

Low-Level Languages

In the early 1950s, when computer hardware systems were limited, programs were
developed for each specific computer using a set of commands that were recognized
directly by the computer's processor. These machine-dependent languages are known
as low-level languages.

The most basic low-level programming language is machine code, in which program
commands are directly coded in binary digits to control specific computer systems.
These commands are immediately recognized and executed by the processor. In fact,



4.3 Programming Languages

machine code is the only language the computer can directly execute. Ultimately every
other language must be translated into machine code before it can be processed. But
machine-code programming is very tedious. Programmers quickly tired of writing com-
mands in strings of binary digits and turned to a series of abbreviations that were less
error prone and easier to use. This form of low-level programming is known as assembly
language.
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Assembly language uses easily remembered combinations of Assembly Code*
letters as abbreviations for the 0s and 1s of machine-coded pro- A< add
grams. This greatly improves the efficiency of programming, but | ¢ = compare
the assembly language abbreviations still have to be translated MP = multiply
into machine code before the computer processor can execute SIP = store

the program. A translator program called an assembler converts | Assembly languages have different sets of abbrevi-

ated codes.

abbreviated code into a binary program. Assembly code is also

machine dependent, so a program written for a specific computer

model could not run on a different computer system. Programmers still use assembly
language to create fast and efficient programs because the commands are designed to
correspond directly to machine-code instructions in a particular computer’'s CPU.

High-Level Languages

Computers and software proliferated in the 1960s. High-level languages emerged that
were more English-like, less error prone, and not dependent on specific computer sys-
tems. High-level languages are those that abstract from specific hardware components,
allowing programmers to concentrate on the program itself rather than the way it is
implemented in the computer. Using high-level programming languages, programmers
could ignore the operation of specific computers and write programs that could be run
on a wide range of computer systems. Useful applications soon multiplied. Languages
such as BASIC, COBOL, Pascal, and FORTRAN were widely used to develop software appli-
cations. Although these languages are easier for programmers to use, they too must be
converted to machine language before they can be executed. This process of converting
“source code” written by the programmer to machine code for a specific computer sys-
tem requires either an interpreter or a compiler.

Interpreters and compilers are programs written to read source commands and trans-
late them to a string of Os and 1s that the specific computer can process. Interpreters
translate one line of the program into machine code, execute that line of code, and
proceed to the next line in the program. Every time the program is executed it must
be interpreted to binary code, one line at a time. This is a time-consuming process,
especially for software applications with millions of lines of code. The main advantage
of interpreters is that programmers can more easily correct errors in a program that is
translated line by line.

A compiler converts the entire source code program into machine code. This pro-
duces an executable file that runs on a specific computer. The compiled file is much
faster to execute because the entire program is saved in its machine-code format.
Software applications such as Corel Draw or PaintShop Pro are compiled programs that
run on a specific computer platform. The compiler for Windows-based computers is
very different from the compiler for Macintosh systems because the two platforms use
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different hardware. This is why software purchased for Windows cannot be run on the
Mac OS.

Approaches to Programming

There are two main approaches to programming: procedural and nonprocedural.
Procedural programming follows a series of computational steps that focus on a spe-
cific result. This method of development divides complex tasks into routines, subrou-
tines, and functions, all contained in a single program environment where each step is
linked to the previous step. These subprograms can be reused in multiple locations of a
larger program to reduce the need for redundant code, but it is difficult to migrate such
routines to other applications because the various components are interdependent.
Languages such as FORTRAN, C, Pascal, and BASIC, among hundreds of others, facili-
tate this procedural approach to application development. They are effective for many
programming tasks but do not allow programmers to reuse the code modules in other
applications without significant code modification. This results in decreased efficiency
and adds increased maintenance costs to application development.

Nonprocedural programming languages maximize programmer productivity by
recycling modules from one application to another, thus making application develop-
ment more responsive to the task with less emphasis on how to achieve it. Two catego-
ries of this approach, object-oriented languages and visual programming, are making
programming easier and faster.

Object-oriented programming languages use self-contained pro-
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Figure 4.7 An object to manage a
“circle” has three methods defined
to shape, show, and erase a circle.
The instructions to make the
shape, as well as the data for the
location and size of the circle, are
contained in the object.

These objects hold all the data and instructions for a particular task
(Figure 4.7). Independent objects with their own characteristics interact
with each other based on a series of messages from other objects. The
programmer structures the exchange of messages between objects
to build up complex operations. Object-oriented programming allows
developers to quickly test routines and easily incorporate routines from
other projects. C++, Java, PHP, and Perl utilize this object approach to
applicaticn development.

Visual programming uses a graphical interface to expedite writing
source code. Command segments are created using “Drag and Drop”
procedures. Once a segment is developed it is compiled to machine
language and can be used without having the entire application
completed. Visual programming is often used for rapid application
development (RAD) because it offers an effective means of generating

an application with various stages of testing and usability. Visual Basic
NET is an example of an object-oriented language that includes visual programming
(Figure 4.8).

Programmers often use object-oriented languages and visual programming to cre-
ate customized routines for multimedia applications. Special features such as database
interactions or user control of players, vehicles, and other objects in video games may
be created using a language like Java or C++. These programs can then be compiled for
use in the application.
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Figure 4.8 Visual Basic is a visual programming environment that allows programmers to build
object-based programs. The programmer uses buttons and text boxes to assign properties and
write code for each object. The segments can be individually tested as each set of properties

and code is developed.

Programming languages are essential for all software develop-
ment. Every application and operating system is generated from
these languages. While machine code remains the lingua franca
of computer hardware, modern languages are making it easier to
craft applications that address a wide range of computing needs.
The computer is a word processor, 3-D game, or window to the
Internet using the applications that are developed with program-
ming languages.

4.4 Application Software

An application is software that performs a specific task. These
programs combine with the operating system to make comput-
ers productive tools. Early software for microcomputers included

Scripting is a simplified form of program-
ming provided within an application in order
to extend its functionality or automate
routine tasks. Scripts are used in productiv-
ity applications to automate a series of
tasks such as a spreadsheet macro to sort,
print, and save a data set. Several multi-
media development applications also offer
an embedded scripting feature. Adobe Flash
(ActionScript), Adobe Director (Lingo), and
Autodesk Maya 3-D animation software
(MEL) offer scripting capability. This allows
developers who may not have formal pro-
gramming skills to improve the functionality
of their multimedia applications.

word processing and spreadsheet applications. Today's business productivity tools
also include database, presentation, project management, desktop publishing, and
time management applications. These programs are often bundled together with a
common interface and integrated set of commands. iWork, Microsoft Office Suite, and
OpenOffice.org are examples of these program suites.

There are two major types of software for multimedia development. Media-specific
applications are used to create and edit the individual media elements (text, graphics,
sound, video, animation) that make up a multimedia product. Authoring applications
contain software tools to integrate media components and provide a user interface. This
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chapter provides a brief overview of media-specific and authoring applications. More
details about each of these topics will be found in Chapters 5 through 10.

Text

Multimedia developers use several types of application software to create and edit text.
The most common are word processors such as Corel WordPerfect or Microsoft Word.
These programs make it possible to readily create text in different fonts and styles, check
spelling, search and replace words and phrases, and import and export text in a variety
of file formats. These functions are just as important in multimedia development as they
are in other forms of communication.

Text editor software, such as Notepad, generates ASCII text files. Unlike a word proces-
sor file, an ASCII file is compatible with any platform or application. The disadvantage of
an ASClI file is that it does not include the advanced formatting and style options avail-
able in word processors. Text editors are very useful, however, for tasks that require only
simple formatting, such as writing source code for computer programs. Notepad, for
example, is commonly used to write XHTML code for web pages.

The development of the World Wide Web also introduced specialized programs
designed to preserve the formatting of text documents and to support a variety of inter-
active features such as hyperlinking, text searching, and speech synthesis. Multimedia
developers use Adobe Acrobat to produce PDF files that incorporate these features.
Acrobat text files are cross-platform compatible, making them ideal to distribute highly
formatted text over the Internet. PDFs are readily viewed using a free Acrobat Reader.

Multimedia text is further explored in Chapter 5.

Graphics

Graphics applications generate 2-D or 3-D paint and draw images. Developers may use
several graphics applications, each specialized for the type of image they seek to create.
Paint programs contain tool sets to create graphics objects as well as editing tools for
digital photos or scanned images (Figure 4.9A). They offer a wide array of features such as
filters (blur, emboss, pixelate), image adjustment settings (scale, brightness, rotate), and
special effects (drop shadow, gradient overlay). Special control over individual image ele-
ments is possible using layers and mask options. Text tools are used to generate graphics
text with distinctive patterns, shapes, and 3-D effects.

Draw programs contain a distinctive set of tools for creating basic shapes such as
ovals, rectangles, Bezier curves, and polygons generated from mathematical formulas
(Figure 4.9B). These shapes are grouped, filled, and scaled to produce complex drawn
images. These programs create unique logos, designs, and graphics objects that can
easily be resized for specific multimedia projects.

Many projects, especially animation sequences and gaming applications, require 3-D
images. 3-D imaging programs are used to model 3-D objects, define surfaces, compose
scenes, and render a completed image (Figure 4.10). In modeling, the graphic artist cre-
ates the shape of an object; in surface definition, color and texture are applied; in scene
composition, objects are arranged, lighting is specified, and backgrounds and special
effects are added. Because the creation of the objects and scenes of 3-D graphics can be
very time consuming, many 3-D applications provide libraries of clip objects that can be
adjusted for individual projects. The final stage of 3-D graphics is rendering. Rendering
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Figure 4.10 3-D graphics application (Carrara) to model, define surface, compose scene, and

render objects.
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Table 4.1 Sample Graphics Applications

Paint Draw

Photoshop (Adobe) lllustrator (Adobe)
PaintShop Pro (JASC) Draw (Corel)

Painter (Corel) FreeHand (Macromedia)
Gimp (open source) Inkscape (open source)

3-D Graphics
Carrara (Eovia)

Bryce 3-D (Corel)
Infini-D (MetaCreation)

Blender (open source)

creates a 3-D image from the specified
scene. Rendering is both processor inten-
sive and time consuming because the
software must calculate how the image
should appear based on the object’s posi-
tion, surface materials, lighting, and spe-
cific render options.

Image editing and creation is an
important part of multimedia develop-

ment. Graphic artists select the application they will use—paint, draw, or 3-D graphics
program—based on the specific needs of the project (Table 4.1). Graphics suites bundle
several applications that share a common command set and interface. Adobe and Corel
each offer a graphics suite with paint and draw applications.

The different types and uses of graphics are further discussed in Chapter 6.

Table 4.2 Sound Applications

Sampled Sound Synthesized Sound

Sound Forge (Sonic Foundry) Cubase 6 (Steinberg)
Soundbooth (Adobe) SONAR (Cakewalk)
Sound Studio 4 (Felt Tip) GarageBand (Apple)

Sound

There are two major types of sound applications for mul-
timedia development: sampled and synthesized (Table
4.2). Sampled sounds are digital representations of ana-
log sound sources captured from microphones or other
devices. Software settings control the sound format of the
sound recording. Sampled sounds can be edited in a wide
variety of ways such as trimming to delete dead space,
splicing to combine sound segments, setting fade-in and

fade-out (enveloping), adjusting volume, and adding special effects such as echoes or

sound reversals (Figure 4.11).
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Figure 4.11 Audacity edit window where analog sound is recorded to a digital file and edited.
Special effects can be applied and additional tracks can be added and mixed to create a sound

file for a multimedia project.
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Synthesized sound applications use digital commands to generate sounds. These
commands can be captured from a MIDI instrument such as an electronic keyboard
or created with a sequencer program. Using sequencer programs such as Cakewalk or
GarageBand, developers can enter music notations, determine instruments to play, layer
instrument tracks to achieve a full-orchestra effect, and synchronize sound tracks to play
a rich musical score. The musical file is then saved and played back on a computer’s syn-
thesizer, an electronic device to generate sound. MIDI applications are a good source of
original music for multimedia applications. However, the developer does need to know
music notation and have musical talent to generate high-quality sound files. Digital
sound is further explored in Chapter 7.

Video

Video applications provide an environment to combine source material called clips, syn-
chronize clips to a sound track, add special effects, and save the work as a digital video.
High-quality digital video production once required specialized, expensive hardware and
software only available to large multimedia development firms. The widespread use of
digital video cameras, the development of more powerful microcomputers, and improve-
ments to the Web made digital video production practical for most developers.

A video project starts by assembling film clips in a project window (Figure 4.12). The
clips can be still images, animations, sounds, or digital video files. Video applications
provide tools to move and insert clips on a timeline, set In points and Out points, trim the
clip, and define transitions between tracks. Sound tracks, title fields, and special effects
such as superimposing, transparency, and lens flare add to the video composition. Video
editing applications also define playback size and frame rate. When the video project

Figure 4.12 Video-editing process with Final Cut. Clips are imported into the project window,
arranged on a timeline, and previewed. Special effects and transitions are added before export-
ing the final video project.
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object, object shape, and color changes over the frame sequence. Objects are placed on
a timeline where effects can be applied to fade in, morph, rotate, spin, flip, or change
pace. Multiple objects can be layered to interact with each other to create more complex
animations.

Multimedia projects include a wide variety of animations ranging from simple ani-
mated logos to full-length feature films such as Toy Story or Madagascar. Additional
details on animation are presented in Chapter 9.

Media Utilities

Developers use a wide array of media utilities in addition to media-specific applications
(Table 4.5). Media utility programs add functionality to media-specific applications.
Some utilities provide productivity features such as image or font cataloging; others
perform specific tasks such as color matching or compression. These “enhancement”
programs include the following:

® Clip libraries of images, sounds, and animations

m Color utilities to match Pantone color ink formulas for printers

® Image cataloging programs to manage image files

® Font utilities to manage, create, and convert type formats

m Fideo production utilities to encode and publish streaming video and audio to an array
of streaming formats and codecs

®m Compression applications to reduce file sizes of specific media and application
projects

Table 4.5 Sample Utility Programs for Multimedia Development

Eye Candy (special effects) MonacoEZColor (color management)  FontReserve (font utility)
PhotoObjects (royalty-free clip Cleaner 6 (publish/compress video Sonicfire Pro (manage sound tracks for
images) and audio) video projects)

Sorenson Squeeze (compression suite)  Extensis Portfolio (image cataloging) ~ Stufflt (compress files)

Authoring Software

Authoring applications are programs specifically designed to facilitate the creation of
multimedia products. They are used to assemble media elements, synchronize content,
design the userinterface, and provide user interactivity (Figure 4.14). Authoring programs
fall into one of three main categories based on the metaphor they use to organize media
elements. Programs such as ToolBook, PowerPoint, and SuperCard use a card-based
metaphor in which elements are arranged much as they might be on index cards or the
pages of a book. These applications are easy to use and are ideal for products such as
information kiosks, lectures, and tutorials that do not require precise synchronization of
individual media elements. Others, such as Director or Flash, use a timeline of separate

97



98

Chapter 4 Computer Software

(R)

ene ® Resources.fla “]
= @ 100%

E_ Sports Web Site Resources

Clizking onw of thy wib aptions will apan a new brwsar windo.

WildCats at UNH
8- Manchester Monarchs
FisherCats at Manchester

BN | |

P

|
i

430
Lydediby

-

(8)

Figure 4.14 Two common authoring applications are Keynote (A) and Flash (B).

v
— Valel 2

frames much like a motion picture film. These applications provide the precise control
needed for advanced animations. Other authoring programs, such as Authorware, use
icons arranged on flow lines to quickly develop a wide range of multimedia products
including advanced tutorials, product demonstrations, and simulations. Icons can repre-
sent both content (images, text, animations, video) and a wide range of interactions (play,
stop, go to, calculate, etc.).

Authoring software and the authoring process are discussed further in Chapter 10.



Review Questions

4.5 Summary

Software is the collection of programs that make a computer a useful tool. Operating sys-
tems provide the "hidden programs” to control hardware devices, application execution,
and access to data. Programming software provides the language to create operating
systems and computer applications. Application software makes it possible for users to
carry out an ever-expanding array of tasks with their computers.

Multimedia development requires a wide selection of applications to capture and
prepare various media components. Media specialists such as graphic artists, sound
specialists, and video editors use increasingly powerful media-specific application pro-
grams to prepare digital content for multimedia projects. Once the media components
are completed, they are assembled using an authoring application. Authoring software
integrates the media, provides interactivity, and produces the final multimedia project.
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Key Terms

3-D imaging program Media utilities

Animation Media-specific application
Application Multitasking

Assembler Multitouch

Assembly language Nonprocedural programming
Authoring application NUI

Cluster

Compiler

Device drivers
Directory

Draw program

File

File extension

File system
Formatting

GUI

High-level language
Interpreter
Low-level language
Machine code
Macro

Object-oriented programming language
Operating system

0S utility program

Paint program
Procedural programming
Program

Programming language
Sampled sound
Scripting

Software

Synthesized sound
Timesharing

User interface

Virtual memory

Visual programming

Review Questions

1. What are the three main categories of software?

What is the main function of each category of software?

Why is the operating system critical to a computer system?

What are the three types of user interface presented by an operating system?
How does the operating system control access to the processor by

multiple users?

nhwo
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11.
12.
13.
14.
15.

16.
17.
18.
19.
20.

SwVHLNe

Why is multitasking important for multimedia developers?

What is virtual memory and when is it helpful to a developer?

What are the three ways formatting prepares a storage disk for data?

What are two important considerations when naming a data file?

What are directories and how can they be used to manage media files
effectively?

Why are programming languages an important type of software?

What is the essential distinction between low-level and high-level programs?
Why must all programs be translated to machine code?

What is the difference between an interpreter and compiler?

What is the distinction between procedural and nonprocedural approaches to
programming?

What is the difference between a text editor and a word processing application?
What is the difference between a paint and draw application?

What is the difference between sampled and synthesized sound applications?
Why might a developer rely on media utility applications?

What is the purpose of authoring software?

Discussion Questions

1.

Open the system preferences on a Mac or Windows operating system. Explain
how you can control five different hardware devices through the operating sys-
tem.

Locate the operating system utility programs in Mac OS or Windows and list three
OS utility programs.

Research and report on developments in natural user interface control of digital
devices.

Locate the yahoo.com directory of programming languages (Directory >
Computers and Internet > Programming and Development > Languages). How
many languages are listed there? Why do you think there are so many program-
ming languages? Choose one language and report how it is used.

Point your browser to http://www.tucows.com. Search for popular media utilities
for editing images or sound. Select one image-editing and one sound-editing util-
ity and describe the main features of each.

Research the media you can add to a Word document. Do you think Word is an
authoring application? Why or why not?
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Topics you will explore include:

® Text Tradition
= Typeface
= Font
= Text Characteristics
® Computer Text
= Codes for Computer Text
= ASCII
= RTF
= Unicode
® Font Technologies
= Bitmapped
= Qutlined
® Multimedia Text
= Graphics Text
= Text and Sound
= Text and Interactivity
® Adding Text to Multimedia Applications
= Methods
= Guidelines for Use of Text
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In 1518, Michelangelo sketched a series of simple images on the back of an envelope.
This scrap of paper, today preserved at the Casa Buonarroti in Florence, is perhaps the
most valuable shopping list of all time. Known simply as Three Lists of Food, the sketch
includes the artist's menu for a meal for two, including six rolls, two soups, and a fish.
Apparently the person who was to fetch the ingredients was illiterate and so had to be
told what to get in pictures. Michelangelo knew how to draw; but how much easier it
would have been, even for him, if his assistants knew how to read. And if he had wanted
a thousand fish, that one word would have been worth a thousand pictures. Writing, now
as then, is sometimes the most efficient mode of communication.

The power and usefulness of text derives in part from its universality. Literacy is a
requirement of modern social life. In much of the world it is a formal condition for citizen-
ship. A few people can paint; nearly all can read and write. Multimedia developers often
take advantage of the universality of reading. It is common to label new icons to make
their meaning clear. When the new icon is widely recognized and has itself become a
symbol, the label is often dropped. Developers also list contents, write out instructions
for Help screens, and add their names to credits (as well as invoices). Text speaks to
nearly everyone.

Text also has unique powers of expression. E=mc’. Five symbols capture a set of
concepts—energy, equivalence, mass, the speed of light, squaring—that are invisible
to the senses but made evident to the mind in text. No picture can replace this simple
formula, though one might help to explain it. Multimedia developers, like other writers,
continue to use text to express abstract concepts.

Text can also be powerfully suggestive, engaging a reader's imagination, creating its
own images, or prompting a string of unexpected reflections. Byron writes of a looming
battle and our minds fill in the images:

The Assyrian came down like the wolf on the fold,

And his cohorts were gleaming in purple and gold;

And the sheen of their spears was like stars on the sea,
When the blue wave rolls nightly on Deep Galilee.
(Hebrew Melodies, “The Destruction of Sennacherib”)

He speaks of his life and we reflect on our own, and on life itself:

My days are in the yellow leaf;

The flowers and fruits of love are gone;

The worm, the canker, and the grief

Are mine alone!

(“On This Day | Complete My Thirty-Sixth Year”)

Byron, as the poem'’s title suggests, was 36, and this was the last year of his life.

The suggestive, engaging power of text does not belong to poets alone. Politicians
use it: “Ask not what your country can do for you; ask what you can do for your country”
(John F. Kennedy). And so do advertisers: “99 and 4%00% pure” (lvory soap); and song
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writers: “| tried to forget you but you tied bells to your name. They jingled every time |
thought of you, without shame” (Jewel). Multimedia developers also craft their words to
capture the attention and to engage the imaginations of their readers.

Like all writers, multimedia developers value text for its universality, its clarity and
efficiency, and its powers of abstraction, engagement, and suggestion. But unlike tra-
ditional writers, the multimedia developer has a wide choice of media, and this adds
another step to the “writing” process. Developers must decide where and how to use
text most efficiently and effectively. They generally avoid lengthy text presentations
because reading is more difficult on-screen. They often provide instructions in text
rather than sound because listening is more tiring than reading. Multimedia devel-
opers also make use of new tools for creating engagement with text. Words can be
animated to attract attention. They can be linked to other words, sounds, or images to
entertain or to inform.

Much of the creative challenge of multimedia development lies in effectively exploit-
ing the potential of a new technology, of finding new uses for text and other media.
Text also has a long history and a set of traditional conventions that remain important
for multimedia development. These are the foundation on which developers build new
forms of multimedia writing.

After completing this chapter you should understand:

m Key elements of traditional text, including typeface, font, style, case, weight, kerning,
tracking, leading, and justification

m Fundamentals of computer text including codes, font technologies, anti-aliasing, and
the problem of installed fonts

m Defining features and uses of multimedia text: editable vs. graphics text, text and
sound (speech recognition and speech synthesis), hypertext and hypermedia, and
multimedia text formats

® Major options for adding text to a multimedia application

® Basic guidelines for the use of text

5.1 The Text Tradition

Text was dramatically transformed by the invention of the printing press in the 15th
century. In addition to greatly increasing the volume of written communication, the
printing press also standardized many elements of text presentation. A number of the
print-based text properties remain important to multimedia developers today.

Typeface

Characters are grouped into families that share a common design. These designs are
traditionally called typefaces. Examples of typefaces include New York, Times, Helvetica,
and courier.Typefaces are carefully designed for specific purposes, and thousands have
been created. Bell Centennial was created for telephone books and Spartan Classified
was specially designed to improve the legibility of small classified ads in newspapers.
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Serif = Times: A serif typeface
Arial: A sans serif typeface
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Figure 5.1 Serif text. Figure 5.2 Categories of typefaces.

Typefaces are commonly divided into two major categories: serif and sans serif. A serif
is a fine line added to finish a letter stroke (Figure 5.1). Serifs tend to make letters flow
into one another. This makes it easier for the eye to move from one word to the next
in long segments of text. As a result, serif text is often used for the longer selections of
text known as body text. Sans serif text is text without a serif (sans is without in French).
This text typically has a clean, bold look. Sans serif text is traditionally used for headings.
Other categories of typefaces include script, type that is designed to look like handwrit-
ing, and symbols (Figure 5.2).

Style

Typefaces generally contain several styles of letters. Styles are readily recognized varia-
tions in the appearance of characters that allow writers to adapt the typeface to specific
purposes. Roman or plain text is usually used for body text while bold, italic, and under-
lined styles are often used for titles or for emphasis.

Point

A point is a measure of the size of type. The individual letters, numbers, and other
characters that were mounted in printing presses were measured in points. A point is
approximately 1/72 of an inch. Another traditional measure based on the point is the
pica. A pica is 12 points; 6 picas is approximately 1 inch.

A typeface may be printed in many different sizes. The point size of a typeface mea-
sures the space within which each of its characters is designed. This is approximately
the distance from the bottom of the descender, the portion of the letter normally written
below a line (as in the dropped vertical line of a “p”) to the top of an ascender (as in the
rising vertical line of a “d").

The printindustry also works with a variety of other measurements, including the height
of capital letters (cap height) and the height of the small letter “x” (x-height) (Figure 5.3).

¥ - ascender
. cap
P (?mt 72 height Ix-height
size

Figure 5.3 Point size, cap height, and x-height.
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Font

A complete set of characters of a particular typeface, style, and size is traditionally known
as a font. New York, italic, 12 point is an example of a font. A typeface has many different
fonts.

Some fonts are monospaced while others are proportional. Monospaced fonts
assign the same width to each character, regardless of its shape. In monospaced fonts,
narrower letters such as an "i” occupy the same space as wider letters such as an “m.”
Monospaced fonts have the somewhat choppy appearance of typewriter text.
Proportional fonts adjust the width of a letter or other character based on its shape.
Narrow letters are assigned less space than

wider letters. Proportional fonts are usually Courier 1s a monospaced font.

easier to read and more elegant because they Palatino is a proportional font.
distribute characters more evenly (Figure 5.4). Figure 5.4 Monospaced and proportional fonts.
Case

Small letters are traditionally labeled lowercase. Capitals are called uppercase. These des-
ignations refer to the containers, or cases, used to store the two different types of metal
castings for use in printing presses. Capitals were stored in cases placed above the cases
holding small letters.

Weight

Some typefaces are designed in multiple versions with lines of different thicknesses.
Weight is the line thickness of a typeface. Thin lines are designated as lighter weight
with thicker variations being heavier weights. A version of a typeface with particularly
heavy weight is sometimes designated as “black.” Arial, for instance, is light and Arial
Black is heavy.

Kerning

The different shapes of letters sometimes result in distracting variations in letter spacing.

At standard spacing, uppercase “A” and “W" appear to be further apart than Before kerning: AW
uppercase “H” and “N” (compare AW & HN). This effect can be corrected by i o
moving the pairs of letters either closer together or further apart. This process After kerning: AW

of adjusting the spacing between pairs of letters is kerning (Figure 5.5). Figure 5.5 Kerning.
Tracking
Itis also often desirable to change the spacing of all characters, or track- This is a tighter track.

ing. More space between letters results in a looser track, less space pro-

duces a tighter track. A tighter track can usually be used on shorter lines T'his is a looser track.
of text; longer text lines typically require a looser track. Tracking adjust-  Figure 5.6 Tracking.

ments are also often used to adjust the length of individual lines to avoid

hyphenation (Figure 5.6).
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Condensed/Extended Text

Changing the proportions of the characters themselves can also alter the length of a text

line. Instead of inserting more space between characters, as in tracking, the width of a
This is Futura. character can be narrowed or widened. Narrowing the width of characters
.. results in condensed text, widening results in extended text (Figure 5.7).

This is Futura Condensed. c :

o ondensed and extended text are usually used for space adjustments
This is Futura Extended. to an individual line of text or for artistic effect. Because fonts are carefully
Figure 5.7 Condensed and designed for specific purposes, condensing or extending the font in large
extended text. blocks of text should usually be avoided.

Leading

The spacing between lines of text can also be adjusted. This is referred to as leading
(pronounced “ledding”). The term is derived from the use of thin strips of lead to sepa-
rate lines of text in printing presses. In general, as the number of words in a line of text
increases, leading also needs to increase. Leading and tracking are also interrelated:
a looser track typically requires greater leading and a tighter track less leading. This
is because the distance between lines of text needs to be greater than the distance
between words. If lines are spaced more closely than words the eye will tend to jump to
the next line rather than moving to the next word on the same line (Figure 5.8).

ATighter Track with Less Leading

A Looser Track with More Leading
Modern scholars have interpreted the various symbols in Lippi’s Modern scholars have interpreted the various symbols in Lippi’s
works differently, and perhaps Lippi’s contemporaries did as well. works differently, and perhaps Lippi’s contemporaries did as well.
We simply do not know exactly what the 15th-century viewer We simply do not know exactly what the 15th-century viewer

would have seen in Lippi’s art, but we do know that they would have

would have seen in Lippi’s art, but we do know that they would have - o : K i 4
approached his paintings with symbolic references in mind.

approached his paintings with symbolic references in mind.

Figure 5.8 Track and leading.

Alignment and Justification

Alignment and justification are also characteristics of print-based text that continue to
be relevant in multimedia development. Alignment is the position of text relative to a
document's margins. Text aligned to the left margin has a ragged (uneven) edge to the
right. Centered text has ragged edges on both sides. Text aligned to the right margin has a
ragged edge to the left. Justification is the process of adjusting line lengths to produce
straight edges on both the left and right margins. This requires adjustments in the spac-
ing of characters to make each line of text the same length. Traditionally, justified text
has been used for more formal presentations and for the columns of text in magazines
and newspapers. Left-alignment produces a more casual feel. Centered text and right-
alignment are usually used for aesthetic effect (Figure 5.9).
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Left Aligned Centered Right Aligned Justified

Figure 5.9 Alignment and justification.

5.2 Computer Text

Text as it is treated by the computer shares many features with traditional text. Word
processing programs allow their users to easily change the appearance of text and its
size by changing typeface, style, and
points, for example. In almost all pro-

grams, however, typefaces are listed, fFont] Character Spacing | Animation |

somewhat inaccurately, as “fonts”

Font

(Figure 5.10). Strictly speaking, a font is Font: Font style: Size:
not the whole collection of characters Palatino | Regular 12
with a single design—this is a typeface. Palatie ~B Sl
Instead, a font is a set of characters Papyrus c Italic 14 0
. . . Party LET Bold 16
within the typeface of a partlcu.lar §|ze PortagolTC TT W= old talic ' &
and style. Palatino, bold, 18 point is a Pryamoy 5 20 -
font: Palatino is a WPEfCJCG- The substitu- Font color: Underline style: Underline color
tion of “font” for “typeface” is now well ( — %) [ (none) W [ Auomaic 3

established in the computer industry,
however, with nearly all references to Figure 5.10 Word processors use “font” for “typeface.”
computer font actually referring to type-
face. In the sections below, the current convention of using “font” for what traditionally
would be called a “typeface” will be followed.

Word processing programs also allow users to manipulate many other elements of
traditional printing operations. Users can generally adjust kerning (the spacing between
pairs of letters) as well as tracking (the spacing between all letters) and leading (the spac-
ing between lines). Condensed (narrowed) and extended (widened) fonts are also often
available.

Codes for Computer Text

All the data in a computer must be represented by a binary code, a combination of 1s and
0s. Developing such a code for text is relatively simple: each character (letter, number,
symbol, punctuation mark, etc.) is assigned a unique combination of bits. Several differ-
ent coding schemes have been developed for computer text. Two of the mostimportant
are ASCIl and Unicode.
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ASCII  ASCll stands for American Standard Code for Information Interchange. Virtually all
computers can readily process ASCII files. The original version of ASCIl was a 7-bit code.

Designing a Text Code

Binary codes are carefully chosen to facili-
tate specific tasks. For instance, the ASCII
code was designed so that lowercase and
uppercase versions of the same letter dif-
fer only by the value of one bit. Changing
that single bit changes lowercase letters to

An expanded version of the code, known as “extended ASCII,”
uses an 8-bit code, thus doubling the number of characters that
can be represented.

ASCIl coding produces a very basic text file in which only let-
ters, numbers, common symbols (for example, “+” or “©"), punc-
tuation marks, and a limited set of control functions (for example,
delete or carriage return) are represented. Notepad on the PC is

uppercase and vice versa. an example of a basic ASCII text program.

More advanced word processing programs, such as Microsoft
Word, use proprietary coding schemes that support many more characteristics of text,
such as styles (underline, italic), tabs, and so on. Computers that do not have these word
processors or compatible programs installed will not be able to read these more elabo-
rate codes.

Most word processing programs can also produce ASCII versions of files. Users simply
save the file as ASCll or “text only,” under the Save As or Export options. ASClI files can be
read on nearly every computer, but the conversion process will strip away much of the
formatting information (for example, tabs, text alignment, and text styles) in the original
word processor file, leaving behind only those elements supported by ASCII code. The
text itself will be preserved, however. If the objective is simply to create basic messages,
an ASCII text editor is very effective and efficient.

RTF A variation of ASCII that is also available in many word processors is RTF. RTF, or
Rich Text Format, was developed by Microsoft to facilitate cross-application and cross-

[ MultimediaBook 3| o platform use of text files produced by different word
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that permit a total of as many as one million additional characters. Unicode is continually
evolving. Unicode 3.0 included 49,194 characters, covering virtually all languages in
modern use and many historical languages as well. Unicode 5.0 specified over 100,000
characters. Unicode fully incorporates ASCIl encoding as well as several other national
and international standards.
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The goal of the Unicode project is to define “a consistent way

. - For current developments in the Unicode
of encoding multilingual text that enables the exchange of text | project, see http://www.unicode.org

data internationally and creates the foundation for global soft-
ware” (Unicode 2001). Unicode has been widely adopted for text
representation. It is included in all modern computer operating systems and in HTML,
XML, and Java.

5.3 Font Technologies

Standards such as ASCII, RTF, and Unicode specify the codes to be assigned to particular
text characters. The codes 01010100 01100101 01111000 01110100 specify the word
Text in ASCII-8, for instance.

Assigning a code is only the first step in the process of generating computer text.
Text also must be displayed through monitors or printers. The techniques for display-
ing text are referred to as font technologies. There are two basic approaches to
generating text display. The first makes use of bitmapped fonts, the second is based on
outline fonts.

Bitmapped Fonts

A computer monitor displays a grid of pixels, or “picture elements.” A monitor set to a
resolution of 800 X 600 displays 800 vertical lines and 600 horizontal lines for a total of
480,000 individual pixels. Each of these pixels can be described with one or more bits.If a
single bit is used, two color values, usually black or white, can be assigned to each pixel.
Two bits can designate any one of four colors; three will allow eight colors and so on. The
number of possible colors doubles with each additional bit used.

In a bitmapped font, each pixel of the letter to be displayed is described by a binary
code. The listing of these codes constitutes a “mapping” of the text character as it will
be displayed, hence a "bitmap.” Because information must be saved about each pixel,
bitmapped fonts require relatively large amounts of memory. This is particularly true if
a wide range of colors must be available, because this requires more bits to be used for
each pixel. A range of 256 colors, for instance, would require 8 bits to represent each
pixel of the text character.

Bitmapped fonts have the advantage of giving font designers precise control over the
appearance of text characters. Fonts can be edited down to the level of the individual
pixel, ensuring that characters will appear exactly as intended. This degree of control can
be particularly important in the use of smaller fonts because characters often become
less precise and less readable as font size is reduced.

In general, different bitmaps must be designed for each size of text to be used.
Bitmapped fonts do not scale well. Attempting to enlarge a 12-point bitmap to 28 points,
for example, generally produces distortions in the text characters. This is because the
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Figure 5.12 Anti-aliasing smoothes

“jaggies.”
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computer must interpolate the additional pixels in the new, larger character rather than
having the font designer directly select them. Effective use of bitmapped fonts requires
separate bitmaps for each typeface, style, and point size to be used. This significantly
increases memory requirements. It also limits flexibility in the use of computer text
because the required font may not be available when needed.

Outline Fonts

Qutline fonts represent a solution to the problems of memory and flexibility associated
with bitmapped fonts. The basic strategy in outline fonts is to store a set of instructions
to draw the character rather than a mapping of each of the character’s pixels.

One common outline font technology is Adobe PostScript. PostScript specifies a
series of commands and parameters to produce text characters. The computer then
draws the character to be displayed on-screen or causes a printer to produce the char-
acter on paper. To produce a different font size, PostScript simply specifies a different
drawing command. Outline fonts therefore scale much more effectively than bitmaps.
Moreover, it is not necessary to store detailed descriptions of each character to be
used, as is the case with bitmaps. All that needs to be stored are the drawing com-
mands. As a result, files for outline fonts are much smaller than those for bitmapped
fonts. PostScript commands can also be used to describe other elements of page lay-
out, including illustrations.

Other outline fonts were developed following the success of PostScript. Apple and
Microsoft, for instance, collaborated to produce TrueType for use on their computers.
This allowed both companies to use an efficient, scalable outline font without paying
royalties for the use of PostScript. TrueType is now very common on both Macintosh and
Windows platforms. PostScript remains the standard of choice in professional publish-
ing, however. Multimedia projects that include high-quality print materials often require
the use of PostScript fonts.

Text Display and Anti-Aliasing

Both bitmapped and outline fonts are displayed on monitors as patterns of pixels. Many
printers also use separate dots of color to compose text characters. Pixels are usually
displayed as very small squares. Smooth lines can be created with a series of these small
squares if the lines are vertical or horizontal. Curves and angled lines, however, will dis-
play with a stair-step effect that produces jagged lines (often called jaggies). This devia-
tion from the text character’s true form is called an alias. Anti-aliasing
combats this effect by blending the color of the text with the color of
the background on which it appears. The pixels adjacent to black text
on a white background would be shaded gray; red text on white might
use shades of pink. This shading blends the text to the background,
minimizing the appearance of jagged outlines (Figure 5.12).

Anti-aliased text is an option in image-editing programs such as
Photoshop and is often automatically applied in multimedia presenta-
tion programs such as PowerPoint. Producing clean, professional type usually requires
the use of anti-aliasing.



5.4 Multimedia Text

The Problem of “Installed Fonts”

The coding schemes used for text, such as ASCll or Unicode, are so widely supported that
multimedia developers seldom need to be concerned about their availability to users.

This is not true of fonts. Particular fonts (Palatino, Times, Chicago, etc.) must be
installed in the user's operating system for text to be displayed as the developer
intended. If the specific font is not available, the computer operating system will gener-
ally substitute another. The results may not be pretty. Text alignment may be lost and the
psychology of the text display, its mood or feel, may be altered.

Developers employ two basic strategies to deal with the challenge of installed fonts.
The firstis to use only fonts that are widely available. Arial, Bookman, Courier, Times, and
Lucida are available on nearly all Windows computers. Commonly installed fonts for the
Mac include Chicago, Courier, Geneva, New York, and Times. Restricting a design to one
of these fonts generally ensures that users will view text as the developer planned.

The second strategy is to make the required font available to the user. This is done by
including the font, with instructions for installation, among the application files. The user
then installs the required font or fonts prior to using the multimedia application. As with
all software, the developer must determine the conditions of licensing associated with
the font prior to distribution. Some fonts may not be available for distribution at all while
others may require payment of fees.

Cross-platform compatibility is another aspect of the problem of installed fonts. Fonts
that share the same name may not appear the same on different computer platforms.
The Windows Times font, for instance, will not produce the same text display as Times
on the Macintosh. Developers who target their applications to both platforms need to
test their products on each.

5.4 Multimedia Text

Computer text added powerful new tools to those traditionally available to the printing
industry. Typesetting tasks could be carried out much more efficiently using special-
ized computers. Individuals using personal computers could create their own sophis-
ticated designs and layouts with “desktop publishing” programs such as InDesign or
QuarkXPress.

Multimedia further expands the possibilities of text by transforming it from a static
to a dynamic medium. Text becomes dynamic as it is linked to other media and takes
on new forms of interactivity. Text can change color with user interactions; it can be ani-
mated, spinning and rotating its way onto a screen; and it can be linked to charts, tables,
photos, sounds, and video.

Text and Picture

The multimedia developer treats text in one of two main forms, either as the editable
computer text discussed previously or as graphics text. Editable text is the text pro-
duced by basic text editors and word processors. Editable text can be easily revised,
searched, spell-checked, and reformatted. Multimedia developers take advantage of
these capabilities for much of the text content of their applications.
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Graphics text, on the other hand, is essentially a picture. Like other pictures, text in
the form of a graphic can be manipulated to produce a wide range of artistic effects.
Letters can be rotated, reshaped, variously colored, or animated. Such capabilities are
often used in the creation of original logos or attention-grabbing headings. The words
that make up graphics text are coded only as a pattern of shapes and not as the iden-
tifiable letters represented by ASCIl or Unicode. In effect, the computer cannot “read”
or process these images as words. For this reason, operations such as spell checking or
search and replace are not applied to graphics text.

Graphics text allows developers to apply their artistic talents to words. The result is
often an original, engaging word-picture. There is also another important use of graph-
ics text. As noted previously, one of the challenges of computer text is ensuring that
users have the appropriate fonts installed on their computers. If text is presented as a
graphic, this problem disappears. Because graphics text is simply a picture, virtually any
computer will be able to display it, and it will appear exactly as the designer intended it.
For this reason, developers sometimes convert the editable text in their applications to
a graphics text format.

Text and Sound

Just as the flexibility of text has been enhanced by its associations with graphics, so, too,
has the use of text benefited by its newly developed connections to sound. The inter-
connection of text and sound takes two principal forms: speech recognition and speech
synthesis.

In speech recognition, specialized software analyzes the sound patterns of human
speech to identify individual words. These can then be converted into the correspond-
ing text and displayed on-screen as if the user had typed the words. Programs such as
Dragon NaturallySpeaking allow users to speak the text they would like to write into a
microphone connected to the computer. The success of such programs depends upon
techniques developed in another area of computer science, artificial intelligence. Speech
recognition continues to improve, but because of the variations between speakers’
voices, speech recognition programs sometimes require adjustments such as carefully
separating words with pauses or “training” the system to respond correctly by speaking
particular words or phrases to it.

In speech synthesis, text is given voice. Specialized software is used to analyze text
for the distinctive elements of speech sounds that compose spoken language. Speech
synthesis has been extensively developed. Printed texts are “read” to the blind. Directory
assistance is automated, as are a wide range of telephone ordering and marketing sys-
tems. Text-to-speech (TTS) capabilities provided in OS X and Windows can synthesize
speech from any selected text as well as read system alerts. Users can select a variety of
voices and speech rates. Both Windows and OS X also support speech recognition. Users
can directly control certain computer operations by voice commands such as “Switch to
Microsoft Word” or “Get my mail.”

Text and Interactivity: Hypertext and Hypermedia

The terms hypertext and hypermedia were first proposed by Ted Nelson in 1963 to
describe new ways of representing and accessing information. Nelson’s vision was pow-
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erfully extended and given practical implementation in the 1980s with Tim Berners-Lee’s
development of the elements of the World Wide Web.

Hypertext is linked text, text that leads to other text. The linkages may be very simple
and direct, as in words linked to definitions—clicking on mitosis leads a user to a defini-
tion of that term, for example. Linkages may also be more sophisticated and complex.
The Help functions in many applications provide hyperlinks based on different criteria
such as content lists or an index. Searching for a particular topic may return a list of links
ranked according to relevance.

The content items joined through hypertext are referred to as nodes. The point of
departure in a hypertext link is called a link anchor. Clicking on the anchor leads to the
related information, or node. Link markers indicate links. Underlined blue text is a com-
mon link marker on the Web, although linking has become so common that virtually any
distinguishing text feature can now be used as a marker.

The development of the multimedia computer transformed hypertext into hyper-
media. Hypermedia is an information structure in which a variety of media are used
as nodes or link markers. Words, for instance, might be linked to illustrative graphics or
to a sound file providing a pronunciation. Similarly, a picture might be linked to a text
description.

Hypermedia fulfills many of the dreams of Vannevar Bush and other early multi-
media theorists. It provides readily accessible, powerful tools for storing, organizing,
and accessing information. It dissolves disciplinary boundaries, promotes multisensory
understanding, and engages its audience in ways never before possible.

Like any new mode of communication, hypermedia has been applied to the wide
range of human needs and interests. Tim Berners-Lee’s vision of improving scientific
research through a web of readily exchanged multimedia resources is one use. Lecture
presentations, tutorials, interactive texts, and simulations are among the educational
applications of hypermedia. Advertising, shopping, political campaigning, and the many
facets of entertainment (from video games to books, film, radio, and television) have all
been affected by hypermedia.

HTML and XHTML

HTML, or Hypertext Markup Language, is a standard for the display of text and other
media through browser software. A browser (such as Safari, Firefox, or Microsoft Internet
Explorer) is a program running on the client (user's) computer that displays information
received via a network from another computer that acts as a server. As its name suggests,
HTML also provides for hyperlinking.

HTML encloses the information to be displayed between “tags” that specify the struc-
ture of the document and the formatting of text or other media elements. For instance,
the following HTML coding causes the browser to display “This Month's Specials” as a
large red heading: <h3><font color="#ff0000"> This Month's Specials </font></h3>.
HTML provides only limited control of the appearance of text. While developers can
specify a desired font in HTML, if the font is not available on the client machine, a sub-
stitution will be made. In addition, the formatting of text (for instance, line lengths and
spacing) is difficult to preserve in HTML. This means that text may not be displayed on a
user's machine in exactly the way a developer intended.

113
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Cascading Style Sheets (CSS) are an addition to HTML that makes it easier for develop-
ers to preserve consistency in the appearance of text. Like HTML, style sheets are text files
that provide instructions to a browser as to how to draw a page. When used in conjunc-
tion with HTML, the style sheet specifies the appearance of the web page, while HTML
specifies page structure. Instead of including coding for font color directly using HTML,
the developer specifies this property for a category of text (such as a main heading) in the
style sheet. HTML is used to specify paragraphs, tables, images, and other structural ele-
ments of the page. Changing the font, size, or style of text on the site can then be easily
accomplished by simply changing the style sheet, rather than editing each of the many
tags that would otherwise appear in the HTML code. Style sheets also make it simpler for
organizations to maintain a consistent appearance across a wide range of web pages.

Style sheets are an integral component of the successor to HTML, XHTML. XHTML,
eXtensible Hypertext Markup Language, is a blending of HTML with XML (eXtensible
Markup Language). XML is a metalanguage, a set of specifications or rules for creating
other languages. The metalanguage allows developers to create more specialized lan-
guages for the specific needs of their field or project. Such languages can then be used in
browsers that support the XML specifications. XML supports powerful data manipulation
options that are useful for searching, sorting, and delivering data from various sources
such as spreadsheets, databases, or content delivered from other websites. XHTML has
the advantage of supporting user-defined tags that can improve page displays on com-
puters or adapt to new mobile devices for Web access such as PDAs and cell phones.
XHTML has replaced HTML as websites incorporate more sophisticated uses of data and
as greater numbers of users access the Internet with small, portable devices.

PDF

It is often important to maintain the original formatting of documents delivered via net-
works. Business and government forms, for example, are difficult to use if the browser
alters the original typefaces, spacing, and placement of graphics. Other text documents
may be carefully designed to convey a particular mood or style, features that may not
survive HTML display.

PDF, or Portable Document Format, was developed by Adobe Systems to preserve
the original formatting of text documents. PDF documents are both platform and appli-
cation independent. They will maintain the same appearance whether they are displayed
on a Macintosh, Windows, or Unix computer regardless of the program used to create
the original files.

PDF supports multiple media and a range of user interactions. These include:

= Sound

® Animation

® Video

m Hyperlinks

® Speakable files for the visually impaired
= Copy/paste prohibitions

With its wide range of features, PDF quickly became a standard for electronic document
exchange.
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Two different forms of software are required for the creation and use of PDF docu-
ments. The Acrobat program, offered for sale by Adobe, is used to translate documents
to the PDF format, add hypermedia features such as sound and interactivity, and imple-
mentoptions such as password protection and digital signatures. The translation process
produces a file that can contain text in editable format, fonts from the original document,
vector graphics, and bitmapped graphics. The locations of these elements on a page are
encoded and compression is applied to graphics. The result is a file that preserves the
original formatting of all page elements and also supports text searches and editing. PDF
converters can also be found within popular word processors and as shareware utility
programs.

A second program, Acrobat Reader, makes it possible to open and use any PDF docu-
ment. Acrobat Reader is available for different operating systems including Macintosh,
DOS, Windows, and Unix, and is distributed free of charge by Adobe.

5.5 Adding Text to a Multimedia Application

An authoring program is the software used to integrate individual media (text, sound,
graphics, video, animation) and build the user interface (menus, hyperlinks, video
controllers, etc.). Authoring applications such as Director, Authorware, or PowerPoint
provide several ways for developers to incorporate text. These include direct entry, copy
and paste, and file importing.

Direct Entry of Text

In direct entry, the developer simply types the desired text in the authoring program.
Editable text is generally typed into an area defined for this purpose, a text box or text
field. Text boxes or fields may have different properties depending upon the authoring
program and the purpose of the application being developed. Some may be intended
simply to display text information to the user. Others provide areas for users to enter
information of their own such as responses to questions or search queries. Graphics text
is often simply typed onto any area of the screen and then positioned or further manipu-
lated by rotating, stretching, filling with color and so on, like any other graphic.

Copy and Paste

Copy and paste allows developers to select text from another source, copy it to the com-
puter’s “clipboard,” and paste it directly into their project. Copy and paste is an essential,
time-saving tool for the multimedia developer that is used not only for text, but also for

all media.

File Import

Finally, text can be entered by file import. In this case the text to be incorporated already
exists as a file, having been previously typed, scanned, or converted from speech. The
authoring application will typically provide a dialogue box in which the developer
selects the file to be imported. File importis particularly useful for larger amounts of text
because it is much faster than reentering text and more direct than copy and paste.
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Scanning and OCR

Developers often need to incorporate text that exists only in its traditional format, the
printed page. Scanning and optical character recognition (OCR) produce a computer text
file from printed sources.

Scanning text for use in multimedia applications is a three-stage process. First, the
text is scanned using one of several different types of devices (hand scanner, flatbed
scanner, etc.). In this process, light and photoreceptors are used to produce, in effect,
a picture of the page. Like the graphics text described above, the scan only records the
shapes that make up the text and not the identity of the individual characters.

In the second stage, specialized software is used to identify the characters repre-
sented by the scanned shapes. This is called optical character recognition, or OCR. The
accuracy of OCR varies because, with so many different typefaces available, significantly
different shapes may represent a particular letter, number, or symbol. In addition, imper-
fections on the printed page complicate accurate character recognition. OCR programs
have continually improved and the best among them correctly identify a high percent-
age of characters. Some mistakes are nearly inevitable, however. This leads to the final
stage of the process, proofing the text file produced by OCR.

Proofing is usually expedited by first using a spell-checker on the text file. Characters
that have been misidentified (a “t” for an “i,” for instance) will often show up as spelling
errors. Spell-checkers will not catch all errors, however. Scanned files should always be
carefully proofread.

5.6 Guidelines for the Use of Text

The effective use of textin multimedia applications is governed by the principles of good
writing in general. Readers appreciate carefully crafted words whether they find them
on screen or on paper. Conversely, poor word choices, spelling mistakes, and grammar
errors rapidly undermine user confidence in the content of a multimedia application.

Multimedia also raises writing challenges and opportunities of its own. Some of the
more important of these are addressed in the following guidelines.

1. Be selective. Use text where it conveys information more effectively than other
media:

« To present facts and abstract concepts.
« To label unfamiliaricons.
« To solicit or respond to user input.

2. Be brief. Reading large amounts of text on a computer screen soon tires the
user.

- Eliminate unnecessary words.
« Choose words carefully. Strive for precision and economy.
« Break textinto short, logical segments.
+ Use bullets.
3. Make text readable.

+ Preserve open space. Don't crowd the screen with too much text.
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« Test fonts for legibility.
« Use anti-aliased text for a cleaner, more professional appearance.
« Match fonts to backgrounds:

+ Choose font/background colors carefully—for instance, red on black is much
harder to read than yellow on black.

+ Avoid small fonts on textured backgrounds—the texture will obscure letter
shapes.

« Adjust tracking and leading when changing line length.

« Limit the number of fonts. Too many fonts (“ransom-note typography”) will
distract the user.

. Be consistent.

- Maintain a tone to match the purpose of the application: professional, formal,
casual, or humorous.

- Use the same fonts for each of the major categories of text: page headings,
menus, body-text, buttons, etc. Font consistency helps to orient users.

- Vary font size to reflect the relative importance of information.

+ Use a grid to consistently locate different types of text (headings, body text,
navigation aids, text-entry boxes).

. Be careful.

+ Proofread. Spelling and grammatical errors quickly undermine your credibility.
+ Avoid plagiarism. Identify and credit your text sources.

« Check for font availability on playback systems.

« Check for font compatibility on cross-platform applications.

. Berespectful.

- Avoid stereotypes and disparaging usages (for instance, racist or sexist language).
+ Use humor with care. What is funny to one person may be offensive to another.

« Limit the use of animated text and “word art.” These can easily become distrac-
tions, shifting the user’s focus away from the meaning or message of the text.

. Combine text with other media. Use sound, graphics, video, or animation to
reinforce, explain, or extend the text message. For instance:

« Spoken word pronunciation.
+ Animation of a physical process (cell division, nuclear fission).

. Make text interactive. Much of the power of multimedia derives from interactiv-
ity. Try to engage users with text.

« Solicit user input.
- Use hyperlinks to tie words to related information.
+ Use mouse-overs:

« To display definitions of unfamiliar terms.

+ To pose a question.

+ To make a comment.
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5.7 Summary

Often considered the least glamorous of the various media, textis nonetheless an impor-
tant element in many multimedia applications. Text is often the most efficient commu-
nication medium and it is essential for the presentation of abstract ideas and theories.
Well-crafted words can also be powerfully engaging and provocative.

Multimedia text is built on a long-standing text tradition and on the powerful edit-
ing tools of computer-generated text, but it has also made its own contributions to the
expanding uses of the written word. These include many dynamic elements. Multimedia
text can be animated, morphed, linked to any other medium, and automatically gener-
ated from speech. Like all written communication, multimedia text should be clear,
grammatically correct, and delivered in a style appropriate to its audience.

Text is effectively combined with other media through a variety of resources includ-
ing HTML and XHTML for web pages, PDF files for consistent delivery of highly format-
ted multimedia documents, and a wide range of authoring programs. Scanning and file
import complement direct-entry techniques to expedite the inclusion of text in multi-
media applications.

Key Terms

Alignment Link markers
Anti-aliasing Monospaced font
ASCII Nodes

Bitmapped fonts
Browser

Case

Condensed text
Editable text
Extended text
Font

Font technologies
Graphics text
HTML
Hypermedia
Hypertext
Jaggies
Justification
Kerning

Leading

Link anchor

Resource

The Unicode Consortium. (1991-2012). The Unicode Standard, Version 3.0. http://www
.unicode.org/book/uc20ch1.html.

OCR

Outline fonts
PDF

Point
Proportional font
RTF

Sans serif

Serif

Speech recognition
Speech synthesis
Style

Tracking
Typeface
Unicode

Weight

XHTML

XML



Discussion Questions

Review Questions

13.
14.
15.

What are the main text properties derived from the print industry?

What are the two main font technologies?

Identify an advantage and disadvantage for each of the two main font
technologies.

What is the process of anti-aliasing?

What is a benefit of graphics text?

What is one limitation of graphics text?

What is the main distinction between ASCIl and RTF text files?

When should a person save a file created in Word as an RTF file?

What is hypertext?

What is one benefit and one limitation of OCR text input?

What are two advantages of PDF files?

What is the problem of installed fonts? How can multimedia developers resolve
this problem?

What are two advantages of XHTML?

Identify and define the two principal uses of combining text and speech.
What are four methods to add text into a multimedia authoring application?

Discussion Questions

1.

The characteristics of typography have their origins in the manual print industry.
Identify and explain three features of typography that began in the print trade.
When should you consider using graphics text in a multimedia application?
Why?

Locate and print the first page of your campus website. Circle two examples of
graphics text and highlight two examples of editable text. Explain why these spe-
cific text elements were presented as graphics or editable text.

As the text editor of a multimedia tutorial, explain why you will only accept file
formats that are .rtf.

As the text editor of a multimedia book, why will you convert your final chapters
to a .pdf format?

Provide three guidelines you would follow to create the text-based content in a
PowerPoint multimedia kiosk to announce your campus events.
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Graphics

Topics you will explore include:

® Traditional Graphics
= Contone and Line Art
= Image Reproduction
= CMYK Color
® Computer Graphics
= Bitmapped Graphics
= Spatial Resolution
= Color Resolution
= Types of Bitmapped Graphics
= Sources of Bitmapped Graphics
= Vector-Drawn Images
= Draw Shapes and Layers
= Autotracing
= Comparing Bitmapped and Vector Graphics
m 3-D Graphics
= Modeling
= Surface Definition
= Scene Composition
= Rendering
m Guidelines for Using Graphics
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In multimedia development, the term graphics covers a wide range of pictorial repre-
sentations from simple line drawings to blueprints, charts, graphs, logos, paintings,
photos, and the individual frames of animations and movies. Graphics were the first of
the non-text media to be effectively processed by computers. The GUI (graphical user
interface) and early paint and draw programs transformed computers into multimedia
machines.

Once images were represented digitally, computers were able to
carry out many of the traditional tasks of artists and graphic designers.

000

O ilhv-rs“\m . Paths ™ Graphics could be created using digital versions of tools such as paint-
PIN | |(Nom G %= " | brushes, spray guns, image masks, and Bezier curves. They could be
X OWOJ Cdka L = = copied, cropped, rotated, skewed, and otherwise modified. More com-
‘ge History \Actions  Tealressts (M plex modifications, such as blurring and sharpening images, applying
,g: El |°_'f"§i e~ 5 gradient fills, and embossing, could be carried out much more rapidly
Ly = = with computers than with traditional technology (Figure 6.1).
R|T] Ox C"g ; ‘ == The arrival of multimedia authoring applications provided new uses
8 | @ o <amom Cooms @ for graphics. An image could now be a button and buttons could be
EIEd H ———— 1] linked to text, other images, sounds, or video. Animated graphics could
NIEY %5 | % attract attention. Pie charts, diagrams, maps, and otherimages could be

" ¢ mm—l_ % linked to text for ready illustration of facts and ideas. Graphics facilitate
L% navigation, stimulate interest, and convey information. They are an
@ I essential component of nearly every multimedia application.
=] The use of computer images also poses a number of challenges.
Digital image files are often very large, slowing downloads and process-

Figure 6.1 Photoshop tools.

ing. Sometimes they are noticeably inferior to their traditional counter-
parts. The variety of file formats in use leads to compatibility problems.
Images display differently on different monitors and printed versions often vary even
more, sometimes emerging in different colors and sizes.

Multimedia developers routinely navigate between the worlds of traditional graph-
ics and the newer digital formats. They scan images from photos or printed media and
they sometimes also need to convert their digital images to formats suitable for printing.
Performing these tasks efficiently and effectively requires an understanding of basic fea-
tures of traditional graphics as well as mastery of current digital techniques.

In this chapter we briefly review some key features of traditional graphics and discuss
the major varieties of digital images. After completing this chapter you should under-
stand:

m Key elements of traditional print graphics such as contones, line art, linescreen, and
CMYK color

® Features, uses, and development considerations for bitmapped graphics including
spatial resolution, color resolution, device dependence, indexing, dithering, and file
formats

= Features, uses, and development considerations for vector-drawn graphics including
vectors, layers, grouping, device independence, and autotracing

m Essentials of 3-D graphics such as modeling, surface definition, scene composition, and
rendering

® Basic guidelines for the use of graphics in multimedia applications
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There are several traditional graphics concepts that are important for multimedia devel-
opers. These include image types (contones, line art) and basic aspects of the process of

reproducing images (linescreen, halftones, CMYK color).

Contones and Line Art

A contone is an image that is composed of contin-
uously varying shades of color. A traditional black
and white photo, for instance, is a contone image
made up of continuously varying shades from
white, to grays, to black (Figure 6.2). In computer
graphics, these are called grayscale images.

Another technique for producing images is line
art. In line art, combinations of lines are used to
create images. Because each line is distinct, line art
is not continuous tone. Line art uses only two col-
ors. These are usually black and white, though
other combinations may be used (for example, blue on yellow).
The terms 71-bit and bitmap are often used for line art in com-
puter graphics (Figure 6.3).

Image Reproduction

There are several traditional techniques for reproducing images.
Sometimes copies are made using the same technology that
produced the original: a painter copies an original masterpiece;
another photographic print is made from an original negative.
These methods can produce high-quality reproductions but
they are not suitable for making copies for mass distribution.
To reproduce paintings, photos, drawings, and other graphic
works in books, magazines, and newspapers, another strategy
is needed.

Making a negative image of the drawing, as in a woodcut, is
one way of reproducing line art. The wood block is then inked
and pressed to a paper surface. Creating the block is time con-

Figure 6.2 A contone image.

=

Figure 6.3 Line art.

suming and a new woodcut is needed for each new image. A more flexible approach
uses lines of very small dots to reproduce the image. These are then rearranged to
reproduce other line art images. This is the technique used by printing presses—images
are made up of dots of ink. Large dots produce a coarser copy with less detail; small dots

preserve more of the original image.

The size of the dots making up an image is indicated by the linescreen or lines perinch
(Ipi) used in the printing press. Newspaper presses use larger dots, for instance, 85 per
inch (an 85 linescreen, or 85 Ipi). Higher-quality magazines use smaller dots, resulting in

linescreens of 150 Ipi or more.

Contone images can also be reproduced with dots of ink. The various shades of
gray in a printed black and white photo use dots of black on a white background.
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Figure 6.4 Halftone image. Grays are made from dots of black and white.

Concentrating the dots produces darker grays, wider spacing results in lighter tones.
These images are called halftones because only half of the original tone is used to print
the image—black/white, no grays (Figure 6.4).

The black dots making up these images are not necessarily the same size. Larger dots
may be used for darker areas. The shape and pattern of dots is also often varied—dots
may be round or elliptical and may be arranged as lines or crosses, for instance. The par-
ticular pattern used is called the halftone screen (Figure 6.5).

The various sizes and patterns of the dots used in printing can be seen using a mag-
nifying glass and may be apparent to the naked eye in lower linescreens such as news-

(B)
Figure 6.5 (A) Halftone—Line shape (35 lpi); (B) Halftone—Cross shape (35 Ipi).
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papers. One reason that a basic knowledge of linescreens is important to multimedia
developers is that scanners can also detect these patterns. This sometimes results in
distortions in scans made of printed images.

CMYK Color

Color contone images are also printed with dots of ink, but in this case more
than two colors are used. In the common “four-color” printing process, dots of
four different transparent inks are combined to reproduce the various colors of
the original. The colors used are cyan, magenta, yellow, and a key color, which Cyan
is usually black. This is so-called CMYK color (Figure 6.6). Very small dots of the
correct combinations of these few pigments can reproduce many different col-
ors. (Equal amounts of cyan and magenta, for instance, will produce a blue.)

Color is created on printed surfaces through a subtractive process—Ilight Magenta
from an independent source (the sun, incandescent or fluorescent light, etc.)
is reflected from the surface. The pigments used to form the image absorb (or
subtract) some of the colors from the white light. The remaining colors reach
the eyes to produce the image. Yellow

The color on computer monitors, by contrast, is additive—color is produced
by adding together varying amounts of red, green, and blue light. Developers
of computer graphics often have to convert from the RGB (red, green, blue)
format used on monitors to CMYK when theirimages need to be professionally
printed. Many graphics programs can convert between the two color models
but the match may not be exact. One reason for this is that the two approaches
use fundamentally different forms of color production. Computer monitor
color is additive; printed color is subtractive.

CMYK Color

Black

Figure 6.6 CMYK color.
See Color Plate 6.

6.2 2-D Computer Graphics

Computers create either 2-D (width and height) or 3-D
images (width, height, and depth). There are two main types
of 2-D computer graphics: bitmapped and vector drawn.

The bitmapped approach is particularly well suited for
images with fine detail, such as paintings or photographs.
Vector drawing is used for graphic designs ranging from
simple drawings and logos to sophisticated artistic creations
(Figure 6.7).

Bitmapped Graphics

A bitmapped graphic is very similar to a traditional mosaic.
A mosaic is an image made up of many small, colored ele-
ments such as pieces of stone, tile, or glass (Figure 6.8). The
overall image is a blend of each colored element.
Bitmapped images are also created as a pattern of dis-
crete elements. The elements in this case are called pixels, Figure 6.7 Vector graphic (Adobe Illustrator
or “picture elements.” Pixels are usually defined as small  sample file).
squares. Each pixel is assigned a code that designates its
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Figure 6.8 Ancient mosaic (Ephesus). See Color Plate 7.

color. The number of bits used in the code determines the number of different colors
that can appear in the image. One bit allows any two colors to be represented. Each
additional bit doubles the number of colors: 2 bits broaden the color range to 4, and
so on. The location and color of each pixel is recorded in a rectangular grid of rows and
columns called a matrix or array. The array is a mapping of the locations and colors of the
pixels that compose the image, or a bitmapping.

Types of Bitmapped Images

There are three major types of bitmapped images: line art, grayscale, and color.

The term bitmap is misleading because 1-bit

Line Art As in traditional printing, computer-generated line art

images are only one kind of bitmapped is produced using just two colors, usually black and white. For
graphics—but the term is well entrenched in | e5ch pixel of the image only a single bit is required—for instance,

the computer industry.

0 for black or 1 for white. Because only one bit is used, line art
images are also often called bitmaps.

Line art provides crisp, clearimages and is useful whenever the sharp division between

Figure 6.9 A grayscale image.

black and white is appropriate. Diagrams, charts, handwritten signatures,
and pen and ink illustrations are often represented in bitmap mode. Images
that use color or shades of gray can also be converted to bitmaps when a
reproduction that reduces the image to simple lines is desired. In these
cases, darker colors or shades of gray are represented as black, with lighter
shades all converted to white. Graphics programs allow users to specify the
threshold at which a shade will be converted to black or white. Another
important advantage of line art is its relatively small file size.

Grayscale Images Grayscale images are composed of black, white, and
different shades of gray (Figure 6.9). These are the so-called black and
white images of traditional graphics. Computer grayscales are generally
8-bit images. This makes possible 256 gradations of shading, enough for
excellent digital versions of black and white photos. Grayscale is also effec-
tive in representing the variations of shading in many drawn and printed
noncolor images.
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Grayscale versions of pure black and white line drawings, on the other hand, are often
less clear than line art would be. The incorporation of slight shifts away from pure black
or white tends to make the edges of the lines somewhat blurry in grayscale images.

Color Bitmapped Images Bitmapped colorimages consist of patterns of colored pixels.
The number of colors that can be represented depends on the number of bits used to
encode each pixel. This is known as the bit depth of the graphic. As previously noted,
a 1-bit image can produce black and white line art images. One bit may also be used to
designate two other colors—red and blue, for instance. The most common bit depths for
colorimages are 8-bit (256 colors) and 24-bit (16.7 million colors). If the range of color in
animage is limited, 8-bitimages are often adequate. For photo-realistic results, however,
24-bit color is usually required.

A color palette is a set of specific colors available to the computer at any given time.
Just as painters can choose to place different colors on their palettes for different paint-
ings, so too can computer artists designate different palettes for their digital images.
Specifying a palette (sometimes also called a CLUT, or Color Look-Up Table) of 256 (2%)
selected colors produces 8-bit color. Macintosh and PC computers use different 8-bit
palettes. As a result, images displayed on monitors using 8-bit color may differ on the
two types of machines. The “web-safe” palette is made up of a selection of colors that
are common to these two types of computers. Images that are created using this spe-
cialized palette will appear more or less the same on both platforms. This is a significant
advantage for developers of web-based applications.

Twenty-four bit color images are defined by a different technique. Computers dis-
play color by combining different amounts of red, green, or blue light. Most 24-bit
color encodings assign 8 bits to each of the three color channels, telling the computer
how much of each type of light to blend together to produce a particular color. A value
of 0 for each channel produces black. The maximum value (255) for each channel pro-
duces an intense white (equal amounts at lower values produce various shades of
gray). Other values produce all the colors in-between. For instance, values of 255 for
red and green and O for blue produces a bright yellow. The

result is 16.7 million possible colors (256 X 256 X 256). Higher Colos ik

Salact Color

bit depths are also used. Thirty-two bit color makes another
8-bit channel available for additional image properties such as
transparency or special effects. Forty-eight bit color assigns 16
bits to each of the three channels. This produces a possible
range of over 281 trillion different colors, permitting more accu-
rate sampling and color reproduction by scanners and cameras.

Bitmapped graphics programs generally allow developers to
choose colors by specifying values for each of the three color
channels. They also often support other popular color models
such as CMYK and HSB (see Figure 6.10 and “HSB Color”).

Bitmapped Image Quality and File Size
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Figure 6.10 Color picker with HSB, RGB,
and CMYK color models (Photoshop). See
Color Plate 8.

Because bitmapped graphics files contain information about each individual pixel in
the image, they are often very large. A full-screen black and white picture on an 800 X
600 resolution monitor requires 480,000 bits (800 X 600) or nearly 60 kilobytes (KB) of
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HSB Color

Color can also be defined by hue, saturation,
and brightness. This is the HSB color model.
Hue is spectral color. Hue is specified by
degrees beginning with reds (0 degrees) and
ranging through yellows, greens, blues, and
violets back to reds (359 degrees).
Saturation is the strength or purity of
a color. Saturation is determined by the
amount of gray added to a hue. The purest
color is fully saturated—it contains no gray.
Brightness is the lightness or darkness of
the color. Brightness is determined by the
amount of white added to a hue. More white
creates a brighter color.

[ HsB sliders ]
Hue —
- — 124
Saturation

| 91 |%
Brightness —

| 69 |%

The HSB model allows developers to specify
colors using sliders for hue, saturation, and
brightness. The HSB sliders above are from
Flash MX. A medium green has been speci-
fied with a hue of 124 degrees, saturation at
91%, and brightness of 69%.

Figure 6.11 An image at 200
ppi. See Color Plate 9.

information. Full-fidelity color (24 bits per pixel) increases the file
to 1.4 megabytes (MB). The size of a multimedia application can
swell rapidly as high-quality graphics are added. To conserve stor-
age and processing resources, developers often must make com-
promises in the quality of bitmapped graphics. Making the right
choices requires an understanding of the factors that determine
image quality.

The Quality of Bitmapped Images: Spatial and Color
Resolution

The quality of a bitmapped image is determined by two factors:
the density of the pixels, or spatial resolution, and the number of
different colors each pixel can display, or color resolution.

Spatial Resolution The spatial resolution of images displayed on
monitors is measured in ppi (pixels per inch). When the image is
printed, spatial resolution is given as dpi (dots per inch). Scanners,
digital cameras, and software for creating bitmapped images typi-
cally allow for different spatial resolution settings.

In general, higher spatial resolution captures more detail and
produces sharper, more accurate images. This is because high-
resolution images are made up of many very small, closely packed
pixels. Lower spatial resolution uses fewer pixels, each of which
must be larger than those of a high-resolution image. Because
pixels can have only one color, an image with a low spatial resolu-
tion has larger areas of any given color and will capture less detail.
Low spatial resolution produces images that appear fuzzy or
blurred compared with their higher-resolution counterparts (com-
pare Figures 6.11 and 6.12).

Figure 6.12 The same image at 50 ppi.
See Color Plate 10.
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Although higher spatial resolution produces more detailed images, it is not always
desirable to create or capture a bitmapped graphic at the highest possible ppi. One
reason for this is that file sizes are larger for high-resolution images. If a lower resolution
produces an acceptable image, it should generally be used to reduce the overall file size
of the application. A second important consideration is that bitmapped graphics are

device-dependent.

Spatial Resolution and Device Dependence In discussions of spatial resolution, device-
dependent means that the dimensions at which an image is displayed depend on the

spatial resolution of the output device. Computer monitors, for
instance, are designed for relatively low spatial resolution, gener-
ally in the range of 72 ppi (Macintosh) to 96 ppi (PC). Printers, on
the other hand, often produce output with much higher spatial
resolution. A bitmapped image with a spatial resolution of 300 ppi
will print in its original dimensions (for instance, 3" X 4”) on a 300
dpi printer. On a computer monitor, however, the image will be
greatly enlarged. The 300 pixels in 1 inch of the image are spread
over more than 4 inches of a Macintosh screen (Figure 6.13). To
display the image at its intended size we must reduce the spatial
resolution to match the monitor's capabilities. In the case of a
Macintosh monitor, this would mean resampling the image to a
resolution of 72 ppi. The practical consequence of device-depen-
dence is that different files are needed to produce the same size
output on devices with different resolutions. Multimedia develop-
ers therefore often produce bitmapped images in several spatial
resolutions to match their intended use (monitor, projector, low- or
high-resolution printing, etc.).

Resampling a Bitmapped Graphic The

129

Figure 6.13 The same image on a
Macintosh screen at 72 ppi (top) and
at 300 ppi (bottom).
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Upsampling is used to enlarge the physical dimensions of an image on a given device.
Figure 6.15 shows a dialogue box from Photoshop in which image dimensions were
increased from 2" X 2" to 3" X 3" using resampling.
— — Because the image was enlarged, upsampling was
L. ;: ?H]- e '; - = required to produce the additional pixels. The “pixel
— — — — dimensions,” or number of pixels described in the file,
S —i——a =g} increased from 300 to 450 while the file size increased
T () e 1155 [mmare W) from 88K to198K. Upsampling is also used to maintain the
e — e o (s ) original physical dimensions of an image when it is pro-
duced on another, higher-resolution device. For example,
Figure 6.15 Image dimension is increased from 2"  an image that is displayed on a computer monitor at

to 3". Note the change in pixel dimension and file 2" x 3" will require additional pixels to be produced at
size.

the same physical dimensions on a 300 dpi printer.
Unfortunately, upsampling usually degrades the appearance of a graphic. In effect, the
computer has to guess the color values for the additional pixels. While there are a variety
of sophisticated algorithms for upsampling, the process usually produces an image that s
noticeably inferior to one originally captured by a scanner or camera at the higher resolu-
tion. This is the reason that multimedia developers pay close attention to the intended
use of bitmapped graphics: images that may need to be enlarged on screen or printed at
high quality should always be captured or created at high spatial resolutions.
Downsampling, on the other hand, generally results in smaller images of very good
quality. In this case, the computer is dropping information that is contained in the file,
rather than adding new information. An image captured at a high resolution can be read-
ily reduced to display with excellent quality at the lower resolution of a computer moni-
tor. For instance, a developer may have a high-resolution source image from a digital
camera to add to a website. Reducing spatial resolu-
tion to 72 ppi with downsampling will create a new,
smaller file that displays a high-quality screen image
at theintended dimensions. Given the advantages of
downsampling over upsampling, a general rule of
thumb is to capture at the highest possible spatial
resolutions whenever possible.

The effects of upsampling and downsampling can
also be observed on-screen when bitmapped graph-
ics are resized in image-editing programs. Stretching
the bounding box of a bitmapped graphic forces the
computer to generate more pixels to fill the larger
area, degrading image quality. Reducing a bound-

Figure 6.16 Stretching the bounding box of a bit- ing box dimension produces a smaller image that
mapped graphic degrades the image quality. See Color usually retains the quality of the original (see Figure
Plate 11. 6.16).

Resizing Bitmapped Graphics without Resampling A bitmapped graphic can also be
resized without resampling, that is, without changing the total number of pixels
described in the file. This is usually done to change the size of a printed image without
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introducing the distorting effects of upsampling. The printer produces the larger image
at a lower, but acceptable, resolution. There are limits to enlargement without resam-
pling. The lower-resolution printout contains the same number of pixels, which must
now be physically larger to fill the expanded area of the
new image. Excessive enlargement distorts images by
producing a blocky, mottled surface appearance and
accentuating the stair-stepped, jaggy appearance of
diagonal lines (Figure 6.17). Photoshop warns users
when resizing without resampling that it will reduce the
resolution of printed output to unacceptable levels (for
instance, to less than 150 dpi). Reducing the size of a
bitmapped image without resampling, on the other
hand, generally produces very acceptable results. Pixels
are packed more closely together, producing a high-
quality printout.

Resizing without resampling has no effect on an
image displayed on a monitor. With no change in
numbers of pixels, a computer monitor will display the
image just as it did before, at exactly the same physical
dimensions on screen. Figure 6.17 Excessive enlargement distorts images

by accentuating the stair-stepped appearance of
Color Resolution The second factor determining the  diagonal lines (chair spindles).
quality of a bitmapped image, color resolution, is a mea-
sure of the number of different colors that can be represented by an individual pixel. As
noted above, the number of bits assigned to each pixel, or bit depth, determines color
resolution.

Simple images with a limited range of colors do not require high color resolution. A
drawing using 16 distinct colors, for example, would only require 4 bits per pixel. Using a
code with greater bit depth produces a larger file with no increase in quality.

Other types of images, such as photographs, often contain a very wide range of distin-
guishable colors and do require greater color resolution. In fact, producing “photo-realistic”
digital images typically requires millions of possible variations of color for each pixel.

The Effects of Low Color Resolution Low color resolution means that fewer colors will
be available. If the image being displayed contains a small number of colors, low color
resolution is not a problem. Black and white line art images, for instance, can be pre-
cisely duplicated on a computer using a 1-bit palette containing the colors black and
white.

In many cases, however, images will contain colors not found in a lower resolution
palette. Missing colors will have to be matched to the closest color available in the pal-
ette. This is called quantization.

Quantization is the process of rounding off a sample to the closest available value in
the digital code being used. A grayscale image, for instance, contains shades of gray as
well as black and white. If a grayscale is displayed on a computer using the lowest color
resolution of 1-bit, darker shades of gray will be quantized as black with lighter shades
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Figure 6.18 Grayscale image (8-bit). Figure 6.19 Image converted to a bitmap
(1-bit).

becoming white. Significant image detail may be lost in the process (compare Figures
6.18 and 6.19).

The effects of quantization in colorimages will vary
greatly depending on the range of colors in the image
- and the specific color palette being used. In general,
quantization leads to noticeable breaks in shades of
_ continuous color because it is the subtle variations
Figure 6.20 Quantization may produce color that are lost when values are rounded. This is known
banding. See Color Plate 12. as color banding. In Figure 6.20, the bit depth of the
lower image was reduced, resulting in bands of sepa-

rate colors rather than the smooth transitions of the upper image.

In photographs, quantization often produces larger areas of a single color. This may
create a “mottled” or “blotchy” effect. Figure 6.21 is a 24-bit image. With millions of pos-
sible colors to choose from, the photo captures the different shades of brick and nicely
reproduces the surfaces of the plants and water. Figure 6.22 shows the effects of quanti-

Figure 6.21 Venice canal—24 bit. Figure 6.22 Venice canal—3 bit.
See Color Plate 13. See Color Plate 14.
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zation. This 3-bit indexed version of the original presents the image using only 8 colors.
Large areas now share a common color producing a less-detailed, coarser image.

Color Resolution: Indexing and Dithering The effects of low color resolution can often be
mitigated by colorindexing or by another process known as dithering.

In color indexing a specific palette of colors is chosen to optimize the appearance of
the lower-resolution image. The choice of colors for this special palette is made in several
different ways. In adaptive indexing, colors are selected based on an analysis of the domi-
nant colors in the original. If the image contains many shades of green, the indexed palette
will use more greens. In another approach, perceptual indexing, the selection is based on
the colors to which the eye is most sensitive. Another form of indexed color is the web-safe
color palette. This palette specifies 216 colors that will be displayed more or less the same
by different web browsers and operating systems (notably Macintosh and the PC) on com-
puters that are limited to 8-bit color.Image-editing programs allow users to select different
indexing options, including the number of colors in the indexed palette.

Indexing significantly improves the quality of images with lower color resolution but
it can have a price. If a series of images with different optimal color palettes is displayed
to a monitor, a flash of unusual colors may occur as the display shifts to the new palette.
This is known as palette flashing. Using the same indexed palette for all images elimi-
nates palette flashing, but some images may have less than optimum appearance.

Dithering is the process of combining pixels of different colors to produce another
color that is not available. Dithering is based on the fact that the eye will perceive a
grouping of small areas of different colors as a blend of those colors. For example, differ-
ent shades of gray can be produced from different patterns of closely spaced black and
white pixels. Combinations of red and yellow pixels can produce orange, and so on. This
technique is also often used in color printing. Dithering can significantly improve image
quality without increasing bit depth. As in indexing, a variety of strategies for dither-
ing are available. Dithering can be applied in regular patterns or diffused to random
patterns. Developers can also control the amount of dithering applied to optimize the
appearance of their images.

Color indexing and dithering are still important considerations for developers who
need to reduce image file sizes to optimize the performance of their applications, partic-
ularly on the Web. Much of the original impetus for these strategies, however, was based
on the limitation of earlier multimedia computers to 8-bit color. As the availability of
24-bit “true-color” computers expands, concern about issues such as web-safe palettes
and palette flashing will continue to diminish.

Sources of Bitmapped Images

Multimedia developers have five main sources for bitmapped images: paint programs,
digital cameras, scans, clip art, and screen grabs.

Paint Programs A paint program is specialized software for creating and editing bit-
mapped graphics. Paint applications such as Corel Painter or Adobe Photoshop include
many tools built on a painting metaphor—brushes of various sizes and shapes, color
palettes, paint buckets, airbrushes, and so on. Paint programs allow developers to cre-
ate original art and edit existing images. In addition to tools for creating shapes, typical
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editing options include paint opacity (the degree of transparency), color adjustments
(brightness, contrast, saturation), fill patterns (such as checkerboard, bubbles, and wrin-
kles), gradient fills (fills with different colors blending from one to another), and special
effects such as sharpen, smear, or emboss. Paint programs provide exceptional editing
control by allowing users to manipulate each pixel of an image.

Because digital photographs are also bitmapped images, photo editing is a popular
application of paint programs. Rotating, cropping, adjusting brightness and contrast,
applying specialized effects (sharpen, blur, fill flash), and a host of other transforma-
tions can be easily previewed and carried out. The same procedures can be applied to
other types of bitmapped images such as scanned objects and original digital artwork.
Paint programs allow users to save bitmapped files in a variety of formats to match the
intended use of the image (see the upcoming section “Bitmapped File Formats”).

Digital Cameras Digital cameras create bitmapped images by capturing informa-
tion about the color and brightness of many very small samples of an image. The size
of the individual picture elements, or pixels, sampled by the camera determines the
camera’s spatial resolution. This is usually measured in megapixels, or millions of
pixels. A 10-megapixel camera is capable of capturing an image at a spatial resolu-
tion of 4216 X 2368 pixels (4216 X 2368 = 9.9892 million). Pixels are usually sampled
by charge-coupled devices (CCDs). A CCD measures the light from a segment of the
image and records it as an electrical signal. This information is then digitally encoded
and stored as one of the samples making up the image (see Chapter 3).

Still cameras with much higher spatial resolution are available. High-end digital studio
cameras are intended for highly detailed professional work. These models support reso-
lutions of 8944 X 5032 (45 megapixels) or more. Consumer-grade cameras in the 10- to
15-megapixel range have hastened the shift from traditional to digital photography.

As with all bitmapped images, higher spatial resolution translates to larger files.
Different quality settings allow digital cameras to produce lower-resolution images with
smaller file sizes. This allows more images to be stored in a camera’s memory. Because
bitmapped files are device-dependent, the choice of the camera quality setting will be
determined by the intended use of the image. Images that will be printed at high resolu-
tion or larger sizes will require higher spatial resolution than those intended for display
on monitors. For instance, a 3" X 5" print at 300 dpi requires an initial spatial resolution
of 900 ppi X 1500 ppi; the same size image on a Macintosh monitor requires a resolution
of only 216 ppi X 360 ppi.

Cameras may include built-in memory and generally also support removable
memory cards. Cards are manufactured in several different standards (CompactFlash,
SmartMedia, etc.) and in different capacities ranging from 2 gigabytes (GB) to 64 GB or
more. The images stored in a camera’s built-in or removable media can be uploaded to
a computer directly using interfaces such as USB or FireWire.

Scanning Scanning is an important source of graphics in mul-

For a description of scanning technology and timedia applications. In addition to photographs and printed
different types of scanners, see Chapter 3, images, scanners can also be used to produce digital versions
“Computer Hardware.”

For a description of the scanning process
see Appendix B.

of original works such as crayon sketches or paintings. Unusual
designs can also be created from scans of three-dimensional

objects such as coins or flowers.
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Clip Art  Clipartis “canned” artwork available on disk, online, or as part of paint or draw
programs. Clip art has many advantages. It is ready to use, easily obtained, and available
in many file formats. It offers a wide choice of subjects and styles and can often be dis-
tributed as part of a multimedia application at low cost. In fact, some clip art is royalty-
free. Licensing agreements for clip art do vary widely, however, and developers need to
review the terms of use carefully.
The principal drawback to clip art is that others have access to it as well. Extensive use
of clip art makes it difficult to maintain the unique or distinctive appearance of a multi-
media production.
Screen Grabs Theimages displayed ona e =lalx
Fle EdE Toos Hep S
computer monitor are bitmapped graph- S ld - /-
ics. Both Macintosh and Windows comput- Ry W Using Images in Web Pag ¥
ers can capture these screen images and _ . v ' :
save them as files that can then be used in '
multimedia applications.
Almost anything displayed on screen
can be captured. Screen grabs or “screen
dumps” are often used toillustrate steps or
procedures in manuals or tutorials (Figure
6.23).Using paint programs, any part of the ik : e o L B -
. . - .. There are many ways o create and obtain graphic images. You tan make your owh images with a -
screen image can be selected and edited. ..., digital camera or scanner, Yay can draw your images using a paiot or draw program sich a5 Gimp, ot
- "you can use free dip art collections. : . :
The principal disadvantage of screen grabs B e o v e o o it e e clp
is that they are relatively low-resolution e iiading pmeson famie s e quns: : - o
images that do not enlarge well and are .
9 . . g Figure 6.23 A screen grab.
often not suitable for printing.
Using the Mac 05S:
Bitmapped File Formats * Press “Command-Shift-3" to capture the entire contents of the desk-

top. File “Picturel.png” is saved on the desktop.
Bitmapped file formats fall into three

broad categories: native formats used by screen to save as “Picture.png.”

® Or, select Finder/Services/Grab option to select a portion of the

image-editing programs, general-purpose * Images can be further edited in any bitmapped application.

bitmapped-only formats, and metafiles. ~ Using Windows 0S:

Native formats (such as Photoshop .psd) e Press “Print screen” command to save the contents of the desktop to

A . . o the clipboard.
contain information essential to specific

editing software. Generally, files in a native

* Open Word or image editor, paste the image to a new file. Edit and

save.
format cannot be used by other appli- o o, choose the “Start Menu” to locate the Snipping Tool. This program
cations unless they are converted to a allows selection, editing, and saving of a screen display segment.

general-purpose format. General-purpose

formats support widespread distribution either within or across platforms. Many dif-
ferent types of programs will be able to use these files. Metafiles are formats that can
contain both bitmapped and vector images.

One of the mostimportant characteristics of bitmapped graphics is relatively large file
size. Many multimedia applications, particularly those intended for delivery on the Web,
require significant image compression for efficient delivery. Several compressed file
formats have been developed for bitmapped graphics. Some are lossy while others are
lossless. Lossy formats discard some of the information in the original image. Lossless
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formats reencode image information in a new, compressed form but recover all the origi-
nal information on decompression.

Commonly used bitmapped and metafile formats include: PICT, BMP, TIFF, JPEG, GIF,
and PNG. Developers choose among these formats based on application requirements,
file compatibility with editing and authoring software, and compatibility with delivery
platforms (Windows, Macintosh, etc.).

PICT—Macintosh PICTure format. PICT is a relatively old format that is widely sup-
ported by Macintosh applications. It supports different compression levels and
24-bit color depth.PICT is a metafile format: files can be either bitmapped or vector-
drawn images. PICT is a flexible format, appropriate for most applications on the
Macintosh platform.

BMP—Windows BitMaPped file. BMPs support several color resolutions including
monochrome bitmap, 4 bit, 8 bit, and 24 bit. Compression is optional. BMPs are
often used for Windows screen grabs and screen background images (wallpaper).
BMP is a well-established format that is supported by many PC applications.

TIFF—Tagged Image File Format. TIFF is a very versatile cross-platform format that
supports all major color modes (bitmap, grayscale, all color depths, and both RGB
and CMYK). TIFF was originally designed for use with scanners. It is the format mul-
timedia developers usually use both for scanned images and for files to be used
in authoring applications. TIFFs can be compressed using a lossless compression
called LZW (for the names of the developers, Lempel, Ziv, and Welch). The TIFF
format is also suitable for professional printing, unlike PICT or BMP. TIFF is a good
choice for the vast majority of non-web images.

JPEG—Joint Photographic Experts Group. JPEG is a cross-platform format designed
to efficiently compress bitmapped images such as photographs that contain a
wide range of colors. Itis widely used in digital cameras and is the format of choice
for photo-quality images on the Web. JPEG supports 24-bit color and interlacing.
Interlacing, as applied to network transmission of images, is the process of pro-
gressively displaying an image: incomplete, low-resolution versions can be seen
before the complete file is downloaded. This avoids having a blank screen while the
download process is underway.

JPEG compression is lossy—some information is discarded and cannot be recov-
ered. Developers can control the amount of information lost. A JPEG image can be
saved without compression or with one of several different levels of compression.
Saving without compression preserves all the information from the original. This is
usually not advisable, however, because minimal compression produces a much
smaller file with little loss of quality.

Repeatedly saving a JPEG image with compression progressively degrades the
image. For this reason, developers should edit images in another file format, such
as the native format of the editing software or TIFF. Only when the editing process
is complete should the image be saved as a JPEG.

GIF—Graphics Interchange File (pronounced either “jif" or “gif,” with a hard “g” as in
“qift”). GIF is a cross-platform format with lossless compression. CompuServe origi-
nally created it for images transmitted over relatively slow Internet connections.
The maximum color resolution for a GIF is 8 bits (256 colors). Lower bit depths can
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be used, further reducing file size. GIF supports interlacing, transparency, and a
simple form of animation. GIF animation uses a “page-flipping” approach, rapidly
displaying a series of different still images to suggest motion. GIF animations are
very popular on the Web because of their low file size. GIF is
a good choice for line art, grayscale, and color images with a The RAW File Format
small number of solid colors. It is not appropriate for most | paw s a e e T
color photos because of its limited color resolution. is becoming more familiar in multimedia
PNG—Portable Network Graphic (pronounced “ping”). PNG is | development. Actually, RAW is a family of
_platf loss| ion f t that ) formats, rather than a single standard. They
a cross-platform, lossless compression format that was cre are proprietary file formats used by camera
ated as a free replacement for GIF, which required commer- | manufacturers to save digital photos in a
cial developers to pay licensing fees. PNG supports indexed | form that preserves more image informa-
| | d true-color i ith luti tion than is captured by JPEG. RAW image
color, grayscale, and true-color images with resolutions up | gio¢ a1 generally larger than those of
to 48 bits. PNG also supports transparency and interlacing. other formats. They are intended for use in
It does not directly support animation. PNG is a much more | photo-editing software where they support a
tile f t than GIF b fit t of high- wider range of editing options because they
versatiie forma an ecause of Its support of hig contain more information about brightness
resolution color images. Although intended primarily for | and other image properties. RAW images are
web applications, PNG rivals the flexibility of TIFF and is very | converted to JPEG, TIFF, and other formats

. . . f i ltimedi lications.
popular with multimedia developers. OF USe 1n MELHMedta Spprcaions

6.3 Vector-Drawn Graphics

In bitmapped graphics, the computer is given a detailed description of an image that it
then matches, pixel by pixel. In vector-drawn graphics, the computer is given a set of
commands that it executes to draw the image.

Vectors, Shapes, and Drawn Images —
A vector is a line with a particular length, cur- ;-w’“ : "
vature, and direction. Vector graphics are com- LA s
posed of lines that are mathematically defined to .: o -'I
form shapes such as rectangles, circles, triangles, TSI
and other polygons. Vector-drawn images are Y
made up of combinations of these shapes. Draw !:_u,:
programs are the software used to create vector- A7)
drawn graphics. They can produce a wide range :rf:
of images from simple line drawings to complex ;E
architectural renderings and original art works :::;‘:i
(Figure 6.24). :::“

For relatively simple images, the list of drawing LY
commands takes up much less file space than a lﬁ
bitmapped version of the same graphic. A draw e
program might use a command similar to “RECT [

300, 300, RED" to create a red square with sides of
300 pixels. The file for this image contains 15 bytes
that encode the alphanumeric information in the
command. The same image could also be created with a paint program as a bitmapped
graphic. Using 8-bit color resolution (one byte per pixel), this file would require 90,000 bytes

Figure 6.24 Adobe Illustrator image with Tool and Layers
palettes.
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(300 X 300). The much smaller files sizes of drawn images can be a significant advantage
for multimedia developers. Another advantage of vector-drawn graphics is smooth scal-
ing. Vector images are enlarged by changing the parameters of their component shapes.
The new image can then be accurately redrawn at the larger size without the distortions
typical of enlarged bitmapped graphics. Images that are needed in several sizes, such as a
company logo, are often best handled as vector-drawn graphics.

The principal disadvantage of vector-drawn graphics is lack of control over the indi-
vidual pixels of the image. As a result, draw programs cannot match the capabilities of
bitmapped applications for display and editing of photo-realistic images.

Tools, Layers, and Grouping

Many of the tools used in draw programs resemble those of the traditional draftsman.
These include pen tools; fixed shapes such as circles, ellipses, and rectangles; polygons;
and Bezier curves. The shapes created in draw programs include anchor points called
handles. Handles are “grabbed” and pulled to resize or reshape an object. “Hot spots,”
such as the corners of rectangles, are used to rotate an object by clicking and dragging.

Objects are drawn on layers. Objects on higher layers overlap and usually cover those
in lower layers. Layers make it possible to edit each object separately without affecting
other components of the image. When all the objects are properly shaped, scaled, col-
ored, and placed, they are grouped. Grouping objects freezes their properties by joining
them together on a single, new conceptual layer. Grouped objects can then be moved
or combined with other objects as a unit. Ungrouping returns the component objects of
an image to their individual layers where each can once again be edited.

Device Independence

Draw images are device-independent—the same file can be used with different devices
without altering the size of the image. Bitmapped images require different files for
devices using different resolutions. For example, a 72-ppi file is appropriate for use on a
monitor but a higher spatial resolution is preferred for printers. Draw files are commands
for drawing. Different devices simply follow those commands at their own output resolu-
tions. This preserves the original dimensions of the image.

Making Drawn Graphics from Bitmapped Images: Autotracing

Drawn graphics can also be produced from bitmapped images through autotracing. In
autotracing, the original bitmapped image is analyzed for separate areas that can be
treated as shapes. These shapes are then mathematically defined to convert the image
to a vector graphic.

Autotracing is quite efficient with relatively simple bitmapped images. But if the
image is complex, containing many constituent shapes and subtle shifts of color, the
new vector file will not preserve the appearance of the original and may actually be
larger. Judicious use of autotracing can significantly reduce file sizes and can also create
interesting artistic effects (Figure 6.25). Autotraced files are particularly useful in web-
based applications where their smaller size reduces download times.

Making Bitmapped Graphics from Vector Graphics: Rasterizing

Vector graphics are readily converted to bitmapped images by a process called raster-
izing. Rasterizing rapidly samples the vector image and saves it in bitmapped form.
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Figure 6.25 Autotracing a bitmapped image (left) can reduce the file size and create interesting artistic effects
(right). See Color Plate 15.

Vector-based editing programs such as Adobe lllustrator can perform the conversion.
Vector graphics displayed on screen can also be captured as bitmaps through simple
screen grabbing. Developers often create graphics in draw programs to take advantage
of strengths such as scalability and small file size and then convert them to the more
widely used bitmapped format.

File Formats for Vector Graphics

Like bitmapped formats, vector graphics files fall into three categories. Native formats,
such as Adobe lllustrator .ai, support the needs of specific editing software while
general-purpose formats are either vector-only or metafiles. General-purpose vector
formats include EPS, PDF, and SVG.

EPS—Encapsulated PostScript. EPS is a variant of PostScript (PS) that supports page
preview. EPS uses PostScript’s page description language to draw vector graphics. It
can also contain bitmapped information, though it is not itself a bitmapped format.

PDF—Portable Document Format. PDF is a widely used, very versatile cross-platform
file format for encoding full pages of text and graphics. PDFs can contain both
bitmapped and vector images. Adobe lllustrator vector images can be saved in a
form that preserves the editing capabilities of the native .ai format but, in general,
PDF files support only limited editing. PDF files require Acrobat reader or a similar
program to be viewed. Acrobat is free and widely distributed, making PDF a very
practical distribution format.

SVG—Scalable Vector Graphics. The newest of the general-purpose vector formats,
SVG supports 2-D graphics on the Web. SVG is built on XML (eXtensible Markup
Language) and supports still images, animations, and various forms of user
interactivity.
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6.4 Bitmapped and Vector Graphics Compared

The two major types of graphics are each optimized for particular uses. Multimedia
developers choose between paint (bitmapped) or draw (vector) programs based on
their knowledge of the strengths and weaknesses of each and the needs of the project.
The relative advantages and disadvantages of the two approaches can be summarized
as follows.

Paint Advantages

m Accurate representation of complex contone images such as photographs

Full-featured photo editing (sizing, cropping, tone and color adjustments, special
effects, etc.)

® Wide range of artistic effects (gradient fills, smudges, blurs)

® Precision editing (can edit individual pixels)

Paint Disadvantages

B Large file sizes

® Loss of precise shape when scaled or rotated
® Device-dependent image resolution

Draw Advantages

Smooth scaling and reshaping (no jaggies)
Ease of editing objects

= Layers

= Grouping/ungrouping

Low file sizes

Device-independent image resolution

Draw Disadvantages

m Less detailed representation of complex contone images
= No photo-editing capability
® Limited artistic control

Paint and draw programs continue to improve. In the process, software developers
often find ways to incorporate the strengths of the alternative approach while limiting
some of the inherent disadvantages of their own. For instance, the layers used in draw
programs make editing an image much more efficient because one partcan be changed
without affecting others. Paint programs, such as Photoshop, have also adopted layers
by including specialized information in their native file formats. Similarly, the subtle shifts
of color in gradient fills were once the exclusive purview of paint programs. This capabil-
ity has now been added to many draw programs.

Despite these improvements, fundamental differences remain. A multimedia devel-
oper would not use a draw program to adjust colorcast in a photograph. And a paint
programis still a poor choice for a logo that will be resized for different uses on a website
or for different types of printed output such as business cards, pamphlets, or posters.

6.5 3-D Computer Graphics

3-D graphics add realism and visual impact and they are an increasingly important area
of multimedia development. They are also challenging. 3-D graphic artists must visualize



6.5 3-D Computer Graphics 141

scenes in which objects can move in any direction, floating in a potentially infinite space.
They must select a point of view and arrange objects to match it. They must think about
light sources—the type of light, its intensity, location, and
strength. Surfaces and their interaction with light must be
defined. And all these elements have to be combined to pro- '
duce the illusion of depth on the flat surface of a monitor or ’ /
printed page.

3-D graphics applications are the sophisticated, powerful
programs that make all this possible. In 2-D graphics, the com-
puteris a helpful assistant. In 3-D graphics, it becomes a virtual
partner in the creative process, using complex algorithms to
create the finished images specified by the artist. There are
four interconnected steps in the creation of 3-D images: modeling, surface
definition, scene composition, and rendering.

Figure 6.26 Primitives. See Color Plate 16.

Modeling

Modeling is the process of specifying the shape of a 3-D object. There are
two major approaches to modeling. The first is to create a new object by
combining simple cubes, cones, cylinders, and other 3-D shapes that are
supplied with the graphics program. These objects are called primitives
(Figure 6.26). Parametric primitives are objects that can be changed by
specifying different parameters, such as the radius of a sphere. Parametric
primitives can be scaled, rotated, moved, and combined to form a wide
range of objects. In constructive solid geometry (CSG), primitives are added
to or subtracted from one another using Boolean operators (Figure 6.27).
Boolean union joins two or more objects; Boolean difference subtracts one
from another, and Boolean intersection produces just the shape shared by
the objects.

More complex forms of parametric primitives may also be provided.
These include objects such as plants or trees that can be adjusted according
to species, trunk angle, number and size of leaves, and so on. Environmental
primitives such as clouds and fire can be similarly adjusted to produce a
wide range of shapes, colors, and opacities.

The second approach to modeling is to create shapes directly using a
modeler. Four popular 3-D modeler options are polygons, splines, metaballs,
and formulas.

In polygon modeling, the object is defined as a pattern of straight-edged polygons,
usually triangles or quadrilaterals (Figure 6.28). To produce an image of the 3-D object,
the computer first calculates which surfaces will be visible based on a viewing angle
specified by the artist. Viewable surfaces are then divided into small polygons that define
the shape of the object.

The polygon approach is similar to bitmapped 2-D graphics in that the object is

Figure 6.27 Boolean CSG:
union (top), difference
(center), intersection
(bottom). See Color Plate 17.

defined by a fixed number of elements—polygons for 3-D graphics and pixels for 2-D
bitmapped graphics. One advantage of polygon modeling is precise editing control:
the individual lines and surfaces of polygons can be manipulated directly by the
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Figure 6.28 Polygon object. See Color
Plate 18.

NURBs:

® Non-Uniform—more easily bent in some
areas than in others

® Rational—based on mathematically
defined ratios

® B-splines—variants of Bezier curves

artist. The technique can also produce high-quality, realistic
surfaces by increasing the number of polygons and manipu-
lating their shapes and shading. The main disadvantages of
polygon modeling are relatively large file sizes and scaling
distortions. Increasing the number of polygons may produce
files too large for some applications, such as 3-D game playing,
in which images need to be generated in real time. And just as
a bitmapped graphic deteriorates as it is enlarged, so too does
a polygon model.

Spline modeling is curve based and is similar to two-
dimensional vector graphics. The term derives from splines, thin
strips of wood or metal that can be readily bent to guide the
drawing of curves. Different forms of spline modeling are avail-
able. One popular approach is the NURB. A NURB is a Non-
Uniform Rational B-spline. Like a vector graphic, a NURB defines
an image using mathematical formulas that can be adjusted to
vary its size and shape. Spline modeling does not provide the
precise editing control of polygons. On the other hand, this
method produces smaller files and more flexible objects. A
NURB-based object can be readily enlarged without the deterio-

ration in quality associated with the polygon approach.

Metaball modeling creates objects as combinations of elements called blobs. Blobs
are variously shaped (spheres, cubes, cylinders, etc.) and are either positive or negative.
A positive blob adds its shape to the object, a negative blob subtracts its shape. Building
an object with metaballs is similar to working with lumps of clay. The technique is useful
for creating objects with soft edges, such as cushions, and organic shapes, such as animal
bodies (see Figure 6.29).

Figure 6.29 Negative metaball cylinder and sphere modifying a positive cube.
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ri=8*pl;

r2=8*p2;
=2%Pl*u;
p=PI*(v-0.45);
x=r1*cos(t)*cos(p);
y=r1*sin(t)*cos(p);
z=r1*sin(p);
x=x+r2*cos(t);
y=y+r2*sin(t);

Figure 6.30 Formula model.

Formula modeling creates objects by specifying mathemati-
cal formulas that are subsequently drawn by the computer. This
approach requires knowledge of programming and advanced
mathematics. Formulas produce either simple or very complex
objects that require very little file space and are drawn quickly by
the computer (Figure 6.30).

3-D graphics programs typically provide a choice of modelers.
Developers choose a modeling method based on the type of object
to be created and the way it will be used in the multimedia applica-
tion. Many objects, such as buildings or furniture, are readily mod-
eled as polygons. Others, like animal bodies or bushes, are better
represented using spline curves or metaballs. Sometimes the type
of application (interactive game vs. static image) or delivery con-
siderations (Web or DVD) favors one modeler over another. Spline
and formula objects typically have smaller files and can be rapidly
drawn. They are often used for games or web applications.

A modeler may also be chosen for its ability to extrude or lathe.
Extrusion is the process of extending a two-dimensional shape
through space to create a three-dimensional object. For a simple

Figure 6.31 Extrusion. A line (top
right) extruded lengthwise to produce
a curtain. See Color Plate 19.

illustration of extrusion, think of a two-dimensional rectangle raised
in a straight path from its surface to create a three-dimensional
box. Similarly, a circle can be extruded to form a cylinder. Any two-
dimensional line or object can be extruded. In addition, an extru-
sion can be oriented to a particular view. For example, a curved line
can be viewed from the top and extruded lengthwise to produce a
corrugated panel or a curtain (Figure 6.31).

Lathing is the process of creating a three-dimensional object by
rotating a two-dimensional line on an axis. For example, the profile —— i |
of one-half of a bowl can be rotated 360° to trace the surface of the  Figure 6.32 Lathing. A bowl lathed
three-dimensional object (Figure 6.32). from a 2-D line. See Color Plate 20.
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Surface Definition

Modeling defines the three-dimensional shape of an object but not its surface texture.
In surface definition, developers specify textures that are then applied to the model's
surface. Surfaces can be defined according to a range of materials
available as menu choices—fabric, wood, stone, glass, metal, and oth-
ers. These different surfaces will vary in color, in transparency, and in
the ways they reflect light. Metal surfaces, such as stainless steel, for
example, may be highly reflective, whereas glass may be only partially
reflective. Graphic artists can vary the appearance of these surfaces by
changing properties such as color, opacity, and reflectivity.

Custom surfaces can also be created as image maps: photos, draw-
ings, or other images that are transferred or “mapped” to an object
(Figure 6.33). Scanned photos, drawings produced with bitmapped or
vector programs, and bump maps are some of the more popular
sources for image maps. A bump map is a three-dimensional texture
produced by varying shades of color. Lighter shades appear to be
higher, while darker areas appear lower. Bump maps are readily cre-
ated in image-editing programs such as Photoshop. The "bumpy”
surface of a basketball, for instance, can be simulated as an image map
and then transferred to a sphere (Figure 6.34). Another common use of
image maps is the creation of labels, logos, and other designs that are
then applied to the surfaces of objects such as bottles, cans, and boxes.
Figure 6.33 Image map (above) ap- Some programs also support the use of video as an image map, allow-
plied to a cup. ing animators to create realistic 3-D television or movie screens by

mapping the video to previously created cabinets or walls.

Scene Composition

In scene composition, objects are arranged, backgrounds are
introduced, environmental effects are added, and lighting is
established. Arranging objects includes situating them on the
x, ¥, and z-axes as well as operations such as alignment, group-
ing, and linking that are familiar from 2-D drawing.

Much of the realism of a 3-D graphic is produced by accu-
rately representing the interplay of light with the various
objects that compose a scene. This includes specifying the type
of light, its direction, and its behavior as it interacts with the
object. Types of lighting include: omni lights that spread light equally in all directions, like
the light of the sun; directional lights that spread light in a specified direction; spot lights
that focus a cone of light on a relatively small area; and volumetric light to represent the
shafts of light from movie projectors, street lamps, and other sources. The various forms
of light can usually be adjusted for properties such as brightness, color, and attenuation,
the rate at which light intensity falls off with distance. Being able to control the color
and intensity of light allows digital artists to simulate a variety of natural and artificial
light sources. Lights can be located at virtually any angle and their effects—for instance,
the types of shadows they cast or the way in which light is reflected or absorbed by
surfaces—can also be controlled.

Figure 6.34 Bump map applied to a
sphere. See Color Plate 21.
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Rendering

Rendering is the process through which the computer creates the scenes specified by
the artist. There are two main approaches to rendering: prerendering and real-time ren-
dering. Prerendering is used for most still graphics and for animation and video with
limited interactivity. Prerendering is discussed below. Real-time rendering is used for
highly interactive 3-D applications such as video games. This is covered in Chapter 9,
“"Animation.”

Rendering is always the final step in creating a 3-D graphic butitis also a crit-
ical elementin earlier stages. Artists need to be able to visualize their scenes as
they place objects, plan their camera angles, add textures, and adjust lighting.
They use various forms of rendering to create these test scenes (Figure 6.35).

Wire frame rendering is the simplest technique. A wire frame is a series of lines
used to define the shape of an object without defining its surface. Wire frame
rendering is a good choice for testing an object’s basic geometry and place-
ment because the computer can draw a wire frame model very quickly.

To test lighting effects, surfaces must be added. To create a surface, a model
is usually tessellated, that is, broken into a pattern of polygons. Different shading
algorithms, or shaders, may then be used to calculate the color values of the
pixels making up these polygons. Flat shaders render an image relatively quickly
but with imperfections such as jaggies. Smooth shaders produce a higher qual-
ity image but at the cost of slower rendering and larger file sizes. Ray tracing
creates a more realistic surface by tracing each ray of light and calculating its
path as it interacts with objects in the scene. Radiosity adds even more realism
to a scene by recreating the changes resulting from the interaction of different
wavelengths of light. When light is reflected from an object, both its path and its
quality are changed. Light striking a blue cbject on a white surface, for example,
creates a faint glow of blue in the immediate vicinity of the cbject. Radiosity
applies mathematical formulas to calculate the effects of the thermal radiation
responsible for these color transfers. Ray tracing and radiosity are computation-
ally demanding forms of rendering. They are sometimes used to test particular
scenes but are most often reserved for the final rendering process.

After scenes have been tested and refined, the final rendering process  Figure 6.35 Rendering
translates 3-D information to a 2-D image for use as a still graphic or as a frame  options: wire frame (top),
in an animation or movie. 3-D graphics programs typically provide users with ~ smooth shading (middle)
a variety of controls over the final rendering process. Many finished works are ~ @nd ray tracing (bottom).
intended to be photo-realistic, but other forms of rendering that simulate paint- See Color Plate 22.
ing or classic cartoons, for example, may also be available. These different rendering
styles are described as rendering engines. Once an engine is selected, the user can control
a series of rendering parameters. Important photo-realistic parameters include ray trac-
ing, shadows, reflection and refraction, bumps, transparencies, and lighting effects such
as indirect lighting and skylight. Users can choose to include or omit individual effects
and they can specify quality settings for those that they do include. Each effect adds to
the rendering process, which can easily stretch to hours for complex images. Shadows,
reflections, radiosity, realistic textures, and a host of special effects potentially affect each
individual pixel of the rendered image. This results in extraordinary processing demands.
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Compromises are often necessary, further reinforcing the need for test renderings of
image samples.

3-D graphics is one of the most creative and challenging areas of multimedia devel-
opment. In the hands of skilled artists, ever more powerful hardware and software can
create convincing reproductions of the world around us. They can also produce an
unending stream of engaging fantasy worlds. The uses of 3-D graphics, both as still
images and as the frames of sophisticated animations, will continue to expand, making
it increasingly important for developers to master the complexities of modeling, surface
definition, scene composition, and rendering.

6.6 Guidelines for the Use of Graphics

Graphics are a critical element in nearly all multimedia applications. Both the develop-
ment process and the final product can often be improved by observing basic graphics
guidelines.

1. Identify the purpose of the graphic.
« Toinform (maps, diagrams, pie charts).
- To attract attention.
- To warn.
« To guide (navigation buttons, progress indicators, image maps).
2. Choose the best format for each image.
+ Paint (bitmapped) for:
+ Complex contone images (photographs, paintings).
+ Scanned images.
« Draw (vector) for:
« Images composed of regular shapes.
- Images to be scaled.
3. Match graphic design to purpose.
- Avoid gratuitous decoration.
- Match style to application content and audience:
- Whimsical, artistic, sophisticated, primitive, professional.
4. Locate graphics. Establish a layout grid.
« Use similar locations for graphics with similar purposes (navigation buttons,
user alerts, explanatory drawings).
5. Preserve image quality.
- Store original photos, prints, and other scanned graphics carefully.
« Avoid multiple saves in lossy compression formats (e.g., JPEG).
« Retain copies of original, high-resolution scans.
« Keep copies of images in native file formats of editing applications (e.g., .psd).
6. Economize. Use graphics efficiently.
- Match resolution to output device.

- Reducessizes in image-editing software, not by dragging a new size in authoring
software.
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7. Organize graphics.
« Maintain folders for original images, edits, and final production versions.

6.7 Summary

Although most multimedia graphics are created for screen display, developers sometimes
distribute images in printed form. They also often capture printed originals using scan-
ners. For these reasons, key elements of traditional printing, such as contones, line art,
halftones, and CMYK color remain important considerations for multimedia developers.

Digital graphics can be either two-dimensional or three-dimensional. There are two
major types of 2-D computer graphics: bitmapped and vector-drawn. Bitmapped graph-
ics are defined as patterns of pixels, or picture elements. They can include very fine detail
and can be extensively edited. Developers pay close attention to spatial resolution and
color resolution as they create bitmapped images using paint programs, or capture them
using scanners, screen grabs, or digital cameras. The bitmapped approach is essential
for highly detailed images such as photographs, but it also produces very large file sizes.
These large files have given rise to a variety of compression strategies and file formats
to match bitmapped graphics to their intended uses. Other challenges in the use of bit-
mapped graphics include device-dependence and scaling limitations.

Vector-drawn graphics are defined as a set of commands that the computer uses to
produce an image for display or printing. Drawn graphics range from simple blueprints
to sophisticated, naturalistic images produced by skilled illustrators. The advantages
of vector-drawn images include much smaller file size, excellent scaling, and device-
independence. Their principal disadvantage is that they do not support the detailed,
pixel-level editing of bitmapped graphics and so are not suitable for photographic
images.

3-D graphics take advantage of powerful computer processing to create a different
type of digital image. In 2-D graphics, whether bitmapped or drawn, the artist uses
digital versions of traditional tools to directly create a finished image. In 3-D graph-
ics, the artist skillfully combines elements to specify an image that only the computer
itself can produce in finished form. This new relationship between artist and computer
is reflected in the multistage process of producing 3-D graphics: modeling, surface
definition, scene composition, and rendering. 3-D graphics applications have steeper
learning curves and require more powerful computers than their 2-D counterparts, but
3-Dimage making is advancing rapidly and is an increasingly important part of modern
multimedia development.

Key Terms

Adaptive indexing Clip art
Additive color CMYK
Autotracing Color banding
Bit depth Color indexing
Bitmap Color palette
Bitmapping Color resolution

BMP Contone
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Device-dependent
Device-independent
Dithering
Downsampling
dpi

Draw program
EPS

Extrusion

Formula modeling
GIF

Grayscale
Halftone

Handles
Interlacing

JPEG

Lathing

Layers

Line art

Lossless

Lossy

Megapixel
Metaball modeling
Modeler

Modeling

NURB

Paint program

Palette flashing
PDF

Perceptual indexing
PICT

Pixel

PNG

Polygon modeling
ppi

Primitives
Quantization
Rasterize
Rendering
Resampling

Scene composition
Screen grab
Shader

Spatial resolution
Spline modeling
Subtractive color
Surface definition
SVG

TIFF

Upsampling
Vector

Vector graphics
Web-safe color palette

Review Questions

1. What is the difference between contone and line art images in traditional print
graphics?
2. Why is CMYK called subtractive color?
3. Why is RGB called additive color?
4. Explain how bitmapped computer graphics are formed.
5. What are three forms of bitmapped graphics?
6. Whatis a color palette?
7. Why are color palettes significant considerations for developers?
8. Whatis spatial resolution?
9. How does spatial resolution affect the quality of a bitmapped image?
10. How does bit depth determine color resolution?
11. How can quantization produce color banding?
12. Whatis colorindexing? What is the benefit of using indexed colors?
13. Whatis dithering and how can it improve a color image?
14. Why might a developer use a series of screen grabs in an application?
15. What is the difference between lossy and lossless graphic file formats? Give an
example of each.



16.
17.
18.
19.
20.
21.
22.
23.
24,
25.

Discussion Questions

How are vector graphics formed?

What are three major advantages of vector graphics?

What is autotracing? How is it related to vector images?

What is rasterizing? How is it related to vector images?

What are the benefits of a .pdf file format?

What is 3-D modeling?

How does an extrusion modeler create a shape? Give a specific example.
What is lathing?

Why is surface definition a key step in 3-D graphics?

What is rendering and why is it the final step in 3-D graphics?

Evaluate the following as True or False.

1.

@NOWMRWDN

9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

Contone images reproduced with dots of black ink are called halftones.
Color is created on a printed page using an additive process.
Vector drawing is typically used for illustrations and logos.
Monitor resolution of a bitmapped image is given in dots per inch.
Line art is produced using two or more colors.

A 4-bit color image can display 32 possible hues.

If each channel of RGB color is set to 255, the result is white.
Spatial resolution of bitmapped images determines the color quality of
an image.

PPl means points perinch.

Higher spatial resolution results in sharper, more accurate images.
Quantization is likely to occur in images with high bit depth.
Dithering is used to produce web-safe colors.

Paint programs provide editing control at the pixel level.

GIF files have greater color resolution than PNG files.

Draw programs produce device-independent images.

Polygon modeling produces large 3-D file sizes.

A circle can be extruded to form a sphere.

Custom surfaces on a 3-D object are made from NURBs.

Spline modeling is similar to vector graphics.

Real-time rendering is used in highly interactive 3-D applications.

Discussion Questions

1.

Identify three challenges of using images in multimedia documents and explain
how each challenge is overcome.

Locate a copy of the Wall Street Journal in your library and magnify an image of
one of their writers. Based on your understanding of contone image reproduction,
explain how that image is constructed.

Identify and explain one advantage and one disadvantage for both line art and
color bitmapped graphics.

What does it mean to say that a bitmapped image is device-dependent? What
is the connection between device-dependence and spatial resolution? Give an
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10.
11.
12.
13.

14.
15.

example from your experience with digital cameras, inkjet printers, or computer
display devices.

Explain how color indexing and dithering can improve a bitmapped graphic with
low color resolution.

. What are the main sources of bitmapped images? Give a benefit or feature of each

source.

Explain to a digital photographer why (s)he should not edit and resave multiple
versions of a JPEG image file.

Do your think the PNG file format will replace JPEG and GIF formats for web graph-
ics? Explain your position.

. Why are 3-D graphics applications called a “virtual partner in the creative pro-

cess”? Locate a 3-D graphic image and identify several features that were possible
because of a 3-D application.

Identify and explain the two basic approaches to 3-D modeling.

In what ways is polygon modeling similar to 2-D bitmapped graphics?

In what ways is spline modeling similar to 2-D vector graphics?

Using 3-D graphic terminology, describe how you would use 3-D graphics appli-
cations to create an image of a beach ball with your college logo on it resting on
a sandy beach.

Why does 3-D rendering require powerful computers?

Identify three guidelines for using graphics that you think a graphic artist devel-
oping a college website should follow. Specifically explain the importance of each
guideline in relation to creating a college website.
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Digital technology dramatically changed the creation, distribution, and uses of sound.
From the earliest CDs of the 1980s to digital phone services, Internet and satellite radio,
and the MP3 players and podcasts of the early 21st century, digital sound transformed
whole industries.

Early visionaries like Alan Kay understood the potential of the

Podcasting is a means of distributing audio computer to capture, create, and distribute sound. Just as his

content over the Internet. Podcast software
(such as iPodder or iTunes) allows users to

Dynabook would allow people to express themselves in words

subscribe to regularly updated feeds of digi- and images, so, too, would it empower them to speak and to
tal audio files (often MP3s) or to download compose. But sound is a dynamic medium—it changes over time.
selected episodes. K . : . :
- : . I eeping up with the demands of real-time capture and deliver
Virtually any kind of audio—a child’s first pIng up i ) . P y
words, broadcast news reports, interviews, of sound required improvements in processors and memory.
town meetings—can be quickly distributed Making the computer speak was a surprise (and an effective mar-

worldwide through podcasting.

keting ploy) when Steve Jobs let the Macintosh introduce itself to

the world in 1984,

Rapid progress in computer hardware was the key to expanding the sound capa-
bilities of personal computers. Soon, “speaking” computers were commonplace, and it
wasn't long before they were expected to listen as well. Built-in microphones allowed
users to speak to their machines and ports were provided to connect musical keyboards.
The microcomputer, with its processor devoted to a single user, now enabled one person
with a single keyboard to create the sounds of an entire orchestra. For many observers,
it was sound that transformed the computer from a workstation to a full-fledged com-
munication device that could entertain, move, and persuade as well as calculate, sort,
and inform.

The sophisticated sound production capabilities of modern computers allow multi-
media developers to pursue a wide range of expressive possibilities. Sound can set
a mood or a pace, as it routinely does in films. It can suggest a time (the crowing of
a rooster) or a space (the canyon echo). It can reinforce simple interactions, as in the
audible click of a button, or it can provide a fully developed alternative experience, as
in programs for the visually impaired. Sound can engage and inspire all by itself, as the
enthusiasm for digital sound libraries and MP3 players well attests. And it can be power-
fully combined with other media to produce the compelling immersive experiences of
video games and other interactive multimedia products.

In this chapter we consider the fundamental concepts, tools, and techniques of mul-
timedia sound. After completing the reading you should understand:

= Key elements of sound such as frequency and pitch, amplitude and volume, and sine
waves

m Defining features, uses, and limitations of sampled sound: sampling, sample resolu-
tion, quantization, clipping, sample rate, aliasing, and file formats

= Defining features, uses, and limitations of synthesized sound: MIDI, messages, synthe-
sizer, sequencer, frequency modulation, and wavetable synthesis

m Sound on the Internet such as downloads and streaming audio

= Basic guidelines for the use of audio in multimedia applications
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7.1 The Nature of Sound

Sound is a form of mechanical energy transmitted as vibrations in a medium. The
medium is usually air, though sound can also be transmitted through solids and liquids.
A clap of the hands produces sound by suddenly compressing and displacing air mol-
ecules. The disturbance is transmitted to adjacent molecules and propagated through
space in the form of a wave. We hear the hand clap when these vibrations cause motions
in the various parts of our ears.

Sound waves are often compared to the ripples produced when a stone is thrown
into a pond. The stone displaces the water to produce high points, or wave peaks, and
low points, or troughs. We see these alternating peaks and troughs as patterns of waves
moving outward from the stone’s point of impact. The clap of the hand also produces
peaks and troughs as high air pressure is followed by a return to lower pressure. These
changes in air pressure produce patterns of waves spreading in all directions from the
sound’s source.

The simplest sound wave patterns belong to so-called pure tones. A pure tone (such
as the note produced by a tuning fork) can be represented as a simple wave that regu-
larly repeats a smooth transition from high to low pressure.
Such “periodic” waves are called sinusoidal or sine waves. A
sine wave can be envisioned through a simple drawing in
which the horizontal, or x-axis, represents the passage of time
and the vertical, or y-axis, represents changes in air pressure

y

Air Pressure
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(Figure 7.1).

A sine wave captures three essential features of sound:
amplitude, frequency, and duration. Amplitude is a measure
of sound pressure or the amount of energy associated with
the sound. This is represented by the vertical, or y-axis, of the sine wave. Amplitude is
perceived as the sound’s volume, which is usually measured in decibels (dB). In general,
sounds with higher amplitudes are experienced as louder. The range of human hearing
is approximately 3 to 140 dB. Each 10-dB increase roughly doubles the perceived volume
of a sound.

Frequency is the number of times a waveform repeats in a given interval of time.
This is represented on the horizontal axis as the distance between two wave peaks or
troughs. Frequency is measured in hertz (Hz). One hertz is one repetition of a wave-
form in one second of time. Frequency is perceived as pitch. High frequencies produce
sounds of higher pitch, and low frequencies produce low pitch. Pitch is the psychologi-
cal perception of sound frequency. Humans can perceive a frequency range of 20 Hz
to 20,000 Hz (or 20 kilohertz (kHz), thousands of hertz), though most adults cannot hear
frequencies above 16 kHz.

The duration of the sound is the length of time it lasts. The total length of the horizon-
tal axis represents duration (Figure 7.2).

Most sound waves are much more complex than the simple waveforms of pure tones.
Different musical instruments playing the same note, for instance, produce different
wave patterns (Figure 7.3). This is how we can tell the difference between a piano and a

Time
Figure 7.1 A sine wave.
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Figure 7.2 Amplitude, frequency, and duration.

trumpet. The sound of an entire symphony orchestra is an extremely complex blending
of varied waveforms.
Sine waves, nonetheless, are central to acoustical theory and to

the reproduction of sound. This is because every sound—a whisper,
a lion’s roar, a symphony, a crack of thunder—can be re-created as a
combination of sine waves at particular frequencies.

7.2 Traditional Sound Reproduction

Middle C on a Piano Sound waves are continuously varying, or analog, phenomena.

Traditional approaches to capturing and reproducing sound were also
analog. Sound waves vibrated the diaphragms of early microphones,
which in turn caused a stylus to inscribe a continuous pattern on tinfoil
oronawax cylinder. To reproduce the sound, the process was reversed.
The drum was rotated while in contact with a stylus. The movements of

Figure 7.3 Comparison of the same
note played on different instruments.

the stylus were electrically amplified to vibrate the drum of a speaker,
which created the changes in air pressure that produce sound.

Over time, analog sound systems became very sophisticated.
Technical improvements in sound capture and reproduction made possible very high-
quality or high-fidelity sound. Hi-Fi components such as amplifiers and speaker systems
remain important in modern multimedia. These analog devices are still used in the final
output of digital sound.

7.3 Digital Sound

Digital techniques represent sound as discrete (or discontinuous) elements of informa-
tion. There are two major types of digital sound: sampled and synthesized.

Sampled sound is a digital recording of previously existing analog sound waves.
A file for sampled sound contains many thousands of numerical values, each of which
is a record of the amplitude of the sound wave at a particular instant, a sampling of
the sound.

Synthesized sound is new sound generated (or synthesized, “put together”) by the
computer. A file for synthesized sound contains instructions that the computer uses to
produce its own sound.
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Multimedia developers usually use sampling to capture and edit naturally occurring
sounds such as human speech, musical and dramatic performances, bird calls, rocket
launches, and so on. Synthesized sound is generally used to create original musical com-
positions or to produce novel sound effects.

Sampled Sound

In digital sampling, sound is captured by recording many separate measurements of the
amplitude of a wave using an ADC, or analog-to-digital converter. An analog device, such
as a microphone or the amplifier in a speaker system, generates a continuously varying
voltage pattern to match the original sound wave. The ADC samples these voltages thou-
sands of times each second. The samples are recorded as digital numbers. These digital
values are then used to re-create the original sound by converting the digital information
back to an analog form using a DAC, or digital-to-analog converter. The DAC uses the
amplitude values to generate matching voltages that power speakers to reproduce the
sound.

Digital sampling replaces the continuous
waveform of the original sound with a new
wave created from a fixed number of dis-
crete samples (Figure 7.4). Some information
is always lost in sampling, because a continu-
ous wave is infinitely divisible and sampling
always yields a finite number of values. The
quality of sampled sound is dependent on
two factors directly connected to this sam-  Figure 7.4 Sound sampling.
pling process: sample resolution and sample
rate.
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Sample Resolution Each measurement of amplitude made by an ADC is recorded
using a fixed number of bits. The number of bits used to encode amplitude is known
as sample resolution. Sample resolutions for digital audio range from 8 to 32 bits,
with the most common being the 16-bit CD-Audio standards and 24-bit DVD-Audio
standards.

Eight bits can record 256 different amplitude levels. This is adequate to capture the
variations in limited decibel ranges, such as those between a human whisper and a
shout, but higher sample resolutions are needed to accurately reproduce sounds with a
wider range of amplitudes, such as musical performances. Thus, 8-bit audio is generally
used only for simple sounds or in multimedia applications requiring very small file sizes.

The CD-Audio standard, with its 16 bits per sample, supports over 65 thousand dif-
ferent amplitude levels, whereas the 24-bit DVD-Audio standard can represent over 16
million levels. Inadequate sample resolution can distort sound in two different ways:
quantization and clipping.

Quantization Justas low color resolution can produce distortions in a bitmapped repre-
sentation of a photograph, so can low sample resolution distort a sound recording. Each
amplitude sample must be assigned one of the numbers available in the code being

155
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used. If the number of distinct values is too few, perceptually differentamplitudes will be
assigned the same number. Rounding a sample to the closest available value is known as
quantization. In the case of sound, excessive quantization may produce a background
hissing or a grainy sound. The solution is to record with a higher sample resolution (for
instance, by using 16 rather than 8 bits).

Clipping A different form of distortion related to wave amplitude is clipping. Sound-
sampling equipment is designed for a selected decibel range. If the source sound
exceeds this range (as, forinstance, when someone yells into a microphone held close to
their lips), higher amplitudes cannot be encoded, because no values are available to rep-
resent them. The waveform of a clipped sound shows square tops and bottoms marking
the point at which the highest amplitudes could not be captured (Figure 7.5). Clipping
can produce a harsh, distorted sound.

The solution to clipping is to lower the amplitude of the source sound to record
within the limits of the ADC circuitry. Recording equipment usually includes some form
of meter such as a swinging needle, colored bars, or lights to show input levels and alert
users when the amplitude range has been exceeded. The familiar, “Testing—one, two,
three,” is often used to establish the proper distance and speech level when recording
with a microphone.

Clipping can also occur during the mixing of different audio tracks. Mixing is the
process of combining two or more sound selections, or tracks, into a single track. For
example, a background music track might be mixed with a voice track of a poetry read-
ing. This combination of two or more tracks may produce an amplitude that exceeds the
available range. Adjustments to the volume of each track can eliminate the problem.
Another solution is to use higher sample resolutions (for instance, 24-bit) to provide a
wider range of amplitude values.

Clipping occurs when wave amplitude Clipped waves have square tops and
exceeds available sample values. bottoms and a harsh sound.

Figure 7.5 Clipping.

Sample Rate Sample rate is the number of samples taken in a fixed interval of time.
As noted previously, a rate of one sample per second is designated as a Hertz. Because
sound samples are always taken thousands of times each second, sample rates are usu-
ally stated in kilohertz.

Sample rate affects sound quality by determining the range of frequencies that can
be represented in a digital recording. At least two measurements are required to cap-
ture each cycle of a sound wave—one for each high value, or peak, and one for each
low value, or trough. The highest frequency that can be captured is thus one-half of the
sample rate. CD-quality sound captures 44,100 samples per second (44.1 kHz sample
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Alias Frequency

50 Hz
A

Original Frequency
150 Hz

_‘v_
Sample Rate
100 Hz
Figure 7.6 Aliasing—A higher frequency is falsely reproduced as a lower frequency. Original
wave is shown in black. Reproduced wave is shown in blue.

rate) and can represent frequencies as high as 22,050 Hz or 22.05 kHz. DVD-Audio uses a
sampling frequency of 96 kHz to capture frequencies as high as 48 kHz.

Sounds that do not contain high frequencies can be more efficiently represented
using lower sample rates because this will produce a smaller overall file size. One poten-
tial problem with lower sample rates, however, is aliasing.

Aliasing ~ Aliasing, as it applies to sampled sound, is the false representation of high
frequencies as low frequencies. Aliasing occurs when the frequency being sampled
is greater than one-half the sample rate being used. For instance, if a 150-Hz sound is
sampled at a rate of 100 Hz, the resulting sound will be 50 Hz (Figure 7.6).

Aliasing can be eliminated by applying electronic filters to the source sound to
eliminate frequencies above one-half of the sample rate. Such filtering is often applied
automatically by recording equipment.

Another approach to the problem of aliasing is to oversample. Oversampling uses a
higher sample rate to accurately capture the frequencies above the desired range. For
instance, the human voice has a limited range of frequencies. These can generally be
captured with a sample rate of 11.025 kHz. But any background sounds with frequencies
above approximately 5.5 kHz would be falsely included as lower frequencies. Using a
higher rate such as 44.1 kHz will accurately capture these frequencies. The higher fre-
guencies can then be eliminated with less-expensive and more-efficient digital filters.
Once these frequencies are removed, the file is downsampled. Downsampling is the pro-
cess of reducing the sample rate in an audio file. This reduces the size of the file to that
required to capture the frequency range of the desired sound. In this case, the sample
rate would be reduced from 44.1 kHz to 11.025 kHz.
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Balancing File Size and Sound Quality The most significant challenge in the use of
sampled sound is large file size. One minute of a single channel of CD-quality sound (16-
bit sample resolution and 44.1-kHz sample rate) produces a file of 42,336,000 bits (16 X
44,100 x 60) or approximately 5 megabytes (MB). Stereo requires a second channel and
doubles the size for a total of 10 MB per minute of sound. DVD-Audio creates even larger
files by using higher sample rates (96 kHz), a larger sample size (24 bits), and more chan-
nels to produce “surround sound.”

Fortunately, it is not always necessary to use CD- or DVD-quality sound. Some
sounds, such as normal speech, contain relatively low frequencies and a limited range of
amplitudes. In these cases, higher sample rates and sample resolutions do not improve
sound quality—they just create needlessly large files. Using a rate of 11.025 kHz for
voice recording results in a file only one-quarter the size of a CD-quality sound file. In
addition, 8-bit sample resolution and monaural sound are usually adequate for speech.
This further reduces file size by a factor of four—1 minute of monaural, 8-bit, 11.025-kHz
sampled sound requires only 650 KB, one-sixteenth the size of a stereo CD recording.

These dramatic differences in file sizes make it important for multimedia developers
to match sample resolutions and rates to the type of sound being recorded. This often
requires testing a given sound at different resolutions and rates to determine a quality
level appropriate to the application. One reason for including audio specialists on a mul-
timedia development team is that they can draw on their experience to greatly expedite
this process.

Determining the Size of Sampled Sound Files Sound file sizes for monaural sound can
be readily calculated by simply multiplying the time of the recording, the sample rate,
and the size of each sample. The formula is:

Monaural Sound File Size = Sample Rate (in kilohertz) X Sample
Size (in bytes) X Sample Time (in seconds)

For example, a sound sampled at 44.1 kHz, using a 16-bit (2-byte) sample size for 10
seconds produces a file size of 882,000 bytes (approximately 860 KB). To calculate stereo
requirements, double the size of the monaural sound file. Comparisons of file sizes for
1-minute of sound at different qualities are given in Table 7.1.

Sound Compression Lowering the sample rate and reducing sample resolution are two
ways to reduce the size of a sampled sound file. These methods work well for sounds

Table 7.1 Size and Quality Comparisons for Sampled Sound

Resolution Rate Stereo/Mono Size (1 Minute) Quality
16 44.1kHz Stereo 10 MB @

16 22.05 kHz Stereo 5MB FM radio
8 11.025 kHz Maono 650 KB AM radio

8 5.5 kHz Mono 325 KB Bad telephone
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at relatively low frequencies and narrow amplitude ranges. They are not effective for
sounds that contain wider ranges of both frequency and amplitude, such as musical
performances. In these cases another strategy can be used: file compression.

File compression can be either lossless or lossy. Lossless compression uses more
efficient coding to reduce the size of a file while preserving all the information of the
original. Lossy compression discards some of the original information.

Lossless compression is essential for files containing computer programs and alpha-
numeric data, because any change in this information could easily disable the program
or distort the data. Images and sounds, however, often remain recognizable and usable
when relatively large amounts of information are sacrificed. Because lossy strategies pro-
duce much smaller files, they are the preferred technique for sound compression.

Lossy sound compression codecs (coder/decoders) use various techniques to reduce
file sizes. Some of these take advantage of psychoacoustics, the interplay between the
psychological conditions of human perception and the properties of sound. For instance,
while humans with optimal hearing can perceive frequencies as high as about 20 kHz,
most people cannot distinguish frequencies above approximately 16 kHz. This means
that higher-frequency information can be eliminated and most listeners will not miss
it. Higher amplitude sounds in one stereo channel will also typically “drown out” softer
sounds in the other channel. Again, this is information that usually will not be missed.

Lossy compression also uses other techniques such as variable bit rate encoding
(VBR). In VBR, sounds are encoded using a different number of bits per second depend-
ing on the complexity of the sound. For simple passages of sound with limited frequen-
cies, a smaller number of bits per second is used than for more complex passages, such
as those with many different instruments and higher frequencies.

Lossy codecs such as the widely supported MP3 can reduce file sizes by as much
as 80% while remaining virtually indistinguishable from the original CD-quality sound.
Sound compression is a constantly evolving area of research and development. There
are several competing formats and many different opinions about the relative merits of
each.

Sampled Sound File Formats

A variety of file formats have been developed for sampled sound. Some are specific to
particular computer platforms while others are intended for specialized audio capture
and editing programs or for specific uses, such as web broadcasting.

AIFF, or audioc interchange file format, is an Apple format widely used on Macintosh
computers. AIFF can support a wide range of sample resolutions, sample rates, and
audio channels. Because AIFF files are not compressed, they tend to be relatively
large. AIFF files use the extensions .aiff or .aif and can be played on Windows com-
puters as well as Macs.

WAV was developed by Microsoft and IBM and is the standard sampled sound format
for the PC. Nearly all sound-capable Windows applications support WAV. WAV files
can be monaural or stereo, and either 8- or 16-bit sample size. This format also sup-
ports a variety of sample rates. Like AIFF, WAV files are uncompressed, high-quality
sound files that can be played on both Macintosh and Windows platforms. WAV
files use the extension .wav.
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AU was developed by Sun Microsystems. This formatis widely used on the Internet for
transmission of relatively low-quality sound files. AU files use the extension .au.

ReadAudio, developed by RealMedia, the RealAudio format supports streaming audio
at low bandwidths. Streaming audio, discussed at the end of this chapter, is sound
that can be played as audio files are being received by the computer. This allows
users to begin playing sounds without the waiting required to download a com-
plete file. It also supports real-time broadcasts of events such as concerts and the
live reception of radio over the Internet. RealAudio files use the extension .rm.

MP3 (MPEG1, audio layer 3) is a popular audio format that supports significant com-
pression while preserving excellent quality. It is widely supported across different
computer platforms and is frequently used on the Internet. MP3s are often “ripped”
from CDs. Ripping transfers the CD file to a user’'s computer and converts it to MP3
format. This creates small, high-quality versions of the original sounds for use on
the Web or in portable MP3 players. MP3 files use the extensions .mp3 or .mpga.

WMA (Windows Media Audio) is a format developed by Microsoft as an alternative
to MP3. WMA can deliver lossy compressed audio comparable to MP3 at lower bit
rates. An advanced version of the codec, WMA Pro, significantly improves perfor-
mance over the MP3 standard. WMA uses a .wma file extension.

AAC (advanced audio coding) is the successor to MP3 specified in the MPEG4 stan-
dard. AAC produces better sound quality than MP3 at comparable bit rates. It can
also significantly reduce file sizes for comparable-quality audio. Many commercial
users (including Apple iPod, Apple iPad, Apple iPhone, Blackberry, YouTube, and
Sony PlayStation) have adopted the AAC standard for their digital audio. AAC files
use a variety of extensions including .mp4 and .aac.

Synthesized Sound

In sound synthesis, the computer sends commands to a specialized electronic device
called a synthesizer, which then generates the corresponding sounds. The most com-
mon format for these commands is MIDI, or Musical Instrument Digital Interface. As its
name suggests, MIDI was developed to provide a standard method of connecting musi-
cal instruments, synthesizers, and other digital devices.

MIDI is an audio format for representing the elements of a musical composition in a
digital code. Codes are provided for:

m Specific instruments

® Notes

® The force and duration of musical actions (pressing a key, striking a drum)

= Routing commands to different synthesizer channels to produce music with multiple
simultaneous parts (such as a guitar and a bass drum)

= A variety of specialized control functions (enabling multichannel play, etc.)

Prior to the development of MIDI in 1983, there was no guarantee that synthesized
music played on two different systems would sound the same. One system might desig-
nate a guitar sound with a binary code that another system used for a flute. Developers
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MIDI Sequencer

MIDI Keyboard Powered Speakers

Figure 7.8 MIDI system with sequencer.

supported input devices. A keyboard or other instrument can be connected to the com-
puter through standard MIDI jacks on the soundcard. The computer can then be used to
directly play any MIDI instrument.

The computer can also be used to create a composition without playing an instru-
ment. Using sequencer software, an original composition is created by simply placing
notes on a musical scale (Figure 7.9). Other compositions, including those produced by
performers, are imported. Any part of the composition can then be edited in a wide vari-
ety of ways. Pitch, tempo, the duration and volume of notes, and the arrangement and
timing of instruments are all readily altered with
the sequencer.

MIDI dramatically changed music composi-
tion by placing control over a virtually unlimited
range of instruments and musical scores in the
hands of a single individual.

7.4 Sampled and Synthesized Sound
Compared

Sampling and synthesis are very different tech-
niques for incorporating sound in multimedia
applications. Their relative strengths and weak-
nesses can be summarized as follows.

Figure 7.9 A sequencer. (GarageBand)

Advantages of Sampled Sound

Sampled sound can be played on virtually any modern computer at a consistently high
quality. It is also easily created and edited.

® High Quality: The evolution of digital technology made it possible to capture many
thousands of samples per second and to record these at bit depths that minimize the
effects of quantization. In addition, the creation in the 1980s of CD-Audio, a nearly
universal standard for high-fidelity music, promoted widespread acceptance and
support of sampled sound. Other standards, such as DVD-Audio, have expanded the
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note. One significant advantage of this approach over sampled sound is that the dura-
tion of a MIDI sound can be readily altered without producing distortions. Another
editing advantage of MIDl is that it allows a single skilled musician to create and play
an original composition that otherwise would require the efforts of many skilled pro-
fessional performers and technicians. This has provided multimedia developers with a
source of significantly less-expensive original music.

= Small Files: MIDI sounds on computers also have another striking advantage: small file
size. AMIDlIfile is a listing of alphanumeric messages. These take up far less space than
the many thousands of samples per second recorded for sampled sound. In fact, MIDI
files may be up to 1000 times smaller than comparable sampled sound files.

Challenges of Synthesized Sound

The challenges for the use of MIDI in multimedia productions concern expertise, play-
back consistency, and reproduction of natural sounds.

= Expertise: Unlike the process of capturing an existing sound, the creation and editing
of MIDI sound does require knowledge of musical theory. Sampled sound can be cap-
tured by virtually anyone, and nonspecialists can easily master many editing changes.
MIDI sound, on the other hand, demands at least basic understanding of notes, scales,
and other elements of music.
= Playback Consistency: The playback quality of synthesized sound is less consistent than
itis for sampled sound. Every computer processes sampled sound in essentially the
same way. Given comparable amplifiers and speakers, sampled audio will sound the
same no matter where it is played. MIDI sound must be synthesized, that is, artificially
created by the computer’s soundcard. The synthesizers built into soundcards differ
significantly in quality and may produce very different results. There are several rea-
sons for the differences in sound synthesizer quality.
= Some synthesizers use a process known as frequency modulation (FM). FM synthe-
sis produces the variety of sounds by using one signal to modulate the frequency of
another signal. This can be very effective if the desired output is a novel electronic
sound. If the goal is the natural sound of traditional instruments, however, a second
approach is usually more effective.
= The second major approach to synthesizing sound is called wavetable synthesis.
This uses very short samples of naturally produced sounds to generate new, syn-
thesized sound. Wavetable synthesizers differ in the number and quality of their
sound samples as well as in the means they use to generate new sounds from their
samples. The result is significant variation in output quality.
® Natural Sound: The third major challenge in the use of MIDI is that synthesized sound
is generally not effective for the representation of nonmusical natural sounds such as
the human voice. If a multimedia project requires speech and other natural sounds,
sampled sound is usually the better choice.

7.5 Combining Sampled and Synthesized Sound

The challenges in digital audio can sometimes be met by combining synthesized and
sampled approaches.
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QuickTime, Windows Media Player, and RealAudio simplified user access to all forms of
audio. Improvements in bandwidth provided through DSL, cable, and satellite services
also improved access to large digital sound files, as did advances in audio compres-
sion. Particularly significant was the MP3 format, which dramatically reduced the size of
CD-quality audio and led to a revolution in the distribution of music.

There are two major strategies for delivering sound on the Internet: downloading and
streaming audio. Downloaded audio transfers a complete audio file from one computer
(the server) to another (the client) according to a set of file transfer protocols. Users await
the complete delivery of the file and then use player software to open the file and listen
to the audio. The file remains on the user’s computer and can be edited and replayed at
will. These are significant advantages, but downloading also has serious shortcomings.
Downloads take time, they consume hard-disk space, they are not easily updated, and
they cannot be used to broadcast live events. One approach to shortening the delay
between starting a download and hearing the audio is progressive downloading. As in
normal downloading, progressive downloads save a file to the client computer's hard
disk, but they also buffer content in main memory and begin to play the sound as it is
being downloaded. Progressive downloads are relatively easy to deliver using common
protocols such as HTTP and TCP/IP and they can deliver high-quality audio files over a
wide range of connection speeds. Their main disadvantages are that playback during the
download process may be interrupted on computers using slower network connections
and users will not be able to access later portions of a recording until the download is
complete.

Streaming audio provides a solution to these limitations. Streaming audio is “real-
time” sound thatis heard as it is being delivered and is not saved to the client computer.
Streaming audio uses special protocols such as RTSP (Real Time Streaming Protocol),
special servers, and special media formats and players. RealAudio, QuickTime, and WMA
are popular formats with streaming capability. The protocols used to deliver streaming
media are optimized for efficient, real-time delivery over networks rather than delivery of
error-free downloads. The special requirements for preparing and delivering streaming
audio make it more difficult to implement than downloads. In particular, developers must
choose between competing streaming formats as they prepare files and arrange for their
distribution. On the other hand, streaming is the only way to provide audio of live events
over networks. It provides more reliable playback than progressive downloads, does not
consume hard-disk space on the client machine, and can be readily updated.

7.8 Guidelines for the Use of Sound

Multimedia development typically demands careful planning and frequent revision. The
challenges of digital audio can be more readily met by following a few basic guidelines.

1. Identify the purpose of the sound. Sound can be memory and processor inten-
sive—use it for good reasons:
® To attract attention (chimes, bells).
® To inform (oral histories, speeches).
= Toillustrate (word pronunciations, musical selections, animal sounds).
® To establish a mood or setting.
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» To provide feedback (audible mouse clicks, spoken alert messages).
= As an alternative to text for the visually impaired.
2. Use high-quality sound. Poor audio gives an immediate negative impression.

3. Conserve file space. Calculate sound file sizes. Choose the most efficient sound
format:

= Lower sample rates and sizes for speech.

» Consider MIDI sources.

= Consider compression options such as MP3.
4. Consider the playback environment.

® Public vs. private use.
= Quality of synthesizers for MIDI sound.
= Compatibility of sound formats with playback hardware and software.
= Give users control:
= Over volume.
= To stop or start play.
5. Avoid excessive use of sound. Sound can be more tiring for users than images
or text.

6. Organize sound files. Preserve original sources.

7.9 Summary

There are two basic approaches to creating digital sound. The first is sampled sound, a
recording made up of many thousands of samples of existing sounds. Sampled sound
has several strengths including effective representation of natural sounds, ease of cre-
ation and editing, high quality, and reliable playback. The disadvantages of sampled
sound include large file size and limited editing control.

The second form of digital audio is synthesized sound, sound created by the com-
puter itself. MIDI is the most widely used form of synthesized sound. A MIDI file contains
commands that the computer follows to artificially generate sound. These files are much
smaller than sampled sound files. They also permit knowledgeable developers to edit
music at the level of the individual note for any of the various instruments used in a
composition. The length of synthesized sound tracks can be altered without affecting
pitch. The disadvantages of synthesized sound include limitations in the production of
natural sounds such as human voices, the need for knowledge of musical theory, and less
consistent playback quality.

Sampled and synthesized sounds have a number of advantages over traditional ana-
log formats. These include high-quality copies, durability, random access, and ease of
editing and distribution.

Sound has become an essential element in many multimedia applications and is
widely distributed over the Internet either as downloads or streaming audio. The chal-
lenges of digital sound make it particularly important for developers to carefully consider
the purposes sound serves in their applications and the techniques they use to optimize
the quality and efficiency of multimedia sound.
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1.

d

10.

Identify three expressive possibilities for using sound in multimedia applications.
Locate one example of a multimedia animation on the Web and describe the uses
and importance of sound in this application.

Determine the sound file size for a stereo music recording of 2.5 minutes, 8 bit,
11.05 kHz.

Explain why MP3 file compression became such a popular format for digital
music.

If you are the audio specialist for a development team, should you save the origi-
nal sound files as .aiff format or MP3 format? Explain your selection.

If you are the audio specialist for a web development team, should you create the
background music for an animated cartoon in MIDI or sampled format? Explain
your choice.

Describe a situation where an audio specialist may combine sampled and MIDI
sound for an animated cartoon.

Describe how a computer application can create MIDI sounds.

What are the benefits of converting an audio tape library to CD format?

Identify and explain three relevant guidelines to incorporate the sound of cathe-
dral bells in a public kiosk on the history of Chartres Cathedral.

Consider the distinction between bitmapped and vector graphics and explain
how that distinction is similar to the difference between sampled and synthesized
sound.
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For most of the 20th century, the creation of “motion pictures,” whether film or video,
was a restricted specialty demanding teams of skilled professionals and expensive
equipment. Home movie cameras and camcorders gave amateurs little more than a
tempting entrée to the world of video. To be sure, they could capture moving images;
but raw video is exactly that—it is only with the revision and refinement of editing
that a video draft becomes a memorable message. And analog editing was expensive
and complex. Few nonprofessionals had the skills or the resources to create effective
analog video.

As in all media, the computer transformed video and film, adding expressive pos-
sibilities that were impossible to produce using analog techniques. The result has been
new forms of expression ranging from special effects to convincing digital simulations of
human actors. Cutting-edge digital film and video still require expertise and computing
resources beyond the budgets of most multimedia producers. But there has also been a
revolution in desktop digital video. Improvements in microcomputers, digital cameras,
and video-editing software have made it possible for individuals and small production
teams to effectively add video to a wide range of multimedia applications.

After completing this chapter, you should understand:

m Key elements of digital video: resolution, frame rate, compression strategies, codecs,
file formats

= Main development considerations for each of the three stages of creating digital
video: shooting, editing, and rendering

m Basic guidelines for the use of video in multimedia applications

8.1 Moving Pictures

To understand both the power and the continuing challenges of digital video, we must
turn first to the elements of video and to its origins in the analog technologies of the last
century.

Film and video are composed of a series of rapidly displayed still images. We perceive
these stills as continuous motion for two reasons. First, each image captures an instant
of motion, recording the changes in the positions of moving objects. One image shows
the feet of a running horse in one position and the next captures their new position an
instant later. The second factor is persistence of vision: images formed on the retina
remain for a short time after an object is gone. If the still images are changed rapidly
enough, persistence of vision fills the time between them, resulting in the perception of
a continuous flow of motion.

Traditional film and video are analog media. Film records individual images as con-
tinuous areas of color on a transparent medium thatis then projected to a screen. Analog
video records images as continuously varying electrical voltages. These voltages are then
used to produce images on cathode ray tubes (CRTs) or projection screens. Sound tracks
for both traditional film and video also use analog techniques.

Digital formats have effectively replaced analog video, but some multimedia applica-
tions either make use of analog source material or use analog TVs for display of their
products. For these reasons, a basic understanding of the older video standards may be
relevant to some multimedia developers. See Appendix D for a discussion of this topic.
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8.2 Digital Video

Nowhere is the triumph of digital media more evident than in film and video. But digital
video poses very significant challenges for multimedia developers. The most important
challenge is large file size. Like its analog cousin, digital video is composed of a series of
rapidly displayed individual images. Each image is made up of very small picture ele-
ments, or pixels. Each pixel is assigned a color. Reproducing a
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photo-realistic range of colors requires a 24-bit code for each
pixel. The lowest-resolution computer monitors display a grid 640

Sound also adds to the size of video files.
(D-quality stereo sound requires approxi-
mately 10 MB per minute.

pixels wide and 480 pixels high. This translates to 307,200 pixels

and nearly a megabyte (MB) of digital data for each screen. Full

motion video requires a display of 30 of these screens each second. A computer must
store and process almost 30 MB of data for every second of uncompressed digital video.
This was well beyond the processing and storage capabilities of earlier microcomputers.
Dramatic improvements in hardware and compression techniques have overcome ear-
lier limitations for desktop display of full-screen video. DVD players are common addi-
tions to personal computers and small, portable devices, such as tablet computers and
smartphones, also effectively display digital video. Large video files are still a major chal-
lenge, however, particularly when an application is intended for distribution over the
Web. Multimedia developers must often make compromises as they try to incorporate
high-quality digital video in their applications.

Digital Video Quality

The quality of digital video depends on three main factors: screen resolution, frame rate,
and compression method. Screen resolution is the number of horizontal and vertical
pixels used to present the video image. Screen resolution determines how large the
video will appear to the user, for instance, as a window 720 pixels wide and 480 pixels
high. Frame rate is the number of individual video frames displayed per second. The
compression method, or codec, is the particular algorithm or set of algorithms used to
compress and then decompress the digital video. Large display sizes and higher frame
rates require more processing and greater bandwidth. This in turn often demands
greater compression.

Screen Resolution The smaller the screen resolution of a digital video, the less process-
ing, storage, and transmission it requires. Developers often reduce screen resolution to
match the capabilities of the output medium. This is called the output resolution of the
video. The output resolution of the relatively high-quality DV (digital video) format is
720 X 480 pixels. This requires the computer to process and transmit information for
nearly 350,000 pixels at rates of up to 30 times per second. Slower delivery options such
as mobile phones and Internet video streaming cannot transfer data at this rate. Reducing
display size to 176 X 144 for mobile phones yields a pixel count of approximately 25,000.
A display size of 240 X 180 for Internet video reduces pixels to just over 43,000.

Frame Rate A common frame rate for broadcast video is 30 frames per second (fps).
Video intended for streaming over the Internet is often delivered at a rate of just 15 fps,
effectively cutting the required data rate in half.
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D1 is the original high-resolution format used in expensive cameras and editing
systems for the production of broadcast-quality TV using 19mm tape. More recent
formats for broadcast TV include D5 and D10-MPEG IMX.

DV is a smaller tape format (6mm) widely used in both consumer and professional
production and editing. DV uses M-JPEG intraframe compression.

DVD-Video uses MPEG2 compression and provides a screen resolution of 720 X 480
pixels. This is the format used for the distribution of video on DVD optical discs. An
extension of the DVD standard, Blu-ray, supports resolutions up to 1920 X 1080.

Flash Video is a popular Internet video standard developed by

Interlaced and Progressive Display Macromedia and playable through the widely installed Flash
Interlacing is a technique to lower band- Player. Popular social media sites such as YouTube and Yahoo
AT 2 ) e By i Video have used the .flv format. Flash Video produces highly
the horizontal lines of an image at a time. . . o

On one pass the odd-numbered lines are dis- compressed files suitable for network distribution.

played; the next pass completes the image QuickTime is a cross-platform format for the distribution of video,
£ ORI A Char e s, 200 animation, and sound files. QuickTime supports a variety of
half-image is called a field. Because the ) R .

fields are displayed very rapidly, the viewer codecs and screen resolutions. QuickTime files use the .mov file
sees a completed frame. Interlacing has extension.

been widely used i television transmission | \y/i dows Media Video is a highly compressed streaming video
but computers have used progressive display. . ) . )

In progressive display the complete frame is format from Microsoft. Windows Media Video uses a .wmv
presented at once. The merger of television extension.

e LD RealVideo is a streaming format for delivery of video over the
eral trend toward progressive, rather than

interlaced, display. Web. Developed by RealNetworks, RealVideo uses a .rm exten-

sion.

SDTV (standard definition) is a digital format that uses roughly the same resolution as
analog television. Available resolutions include 720 X 480 and 640 X 480.SDTV can
use either 4:3 or 16:9 aspect ratios. Aspect ratio is the relationship between width
and height on a display device. (For instance, a 12-inch-wide monitor using a 4:3
aspect ratio will have a height of 9 inches.)

HDTV (high definition) uses a 16:9 aspect ratio and has resolutions of either 1280
X 720 or 1920 X 1080. Lower-resolution HDTV uses progressive scanning and is
designated as 720p. Higher-resolution HDTV was originally interlaced but now
also includes the progressive scanning that is more appropriate for newer high-
definition TVs and computers (1080p).

HDV uses the same small tape format as DV but supports high-definition video
resolutions (1080i, 1080p, or 720p). HDV uses MPEG2 compression and uses the
extension .m2t.

AVCHD (advanced video coding high definition) uses a variant of MPEG4 compres-
sion and can record in 1080i, 1080p, and 720p resolutions. Developed by Sony and
Panasonic, AVCHD can record to DVDs, hard drives, or solid-state media. The exten-
sions .mts and .m2ts are used for AVCHD files.

Motion JPEG 2000 is a variant of JPEG 2000, the successor to the ubiquitous JPEG
standard. Motion JPEG 2000 uses a new form of compression (wavelet) to produce
smaller files at higher quality than the original JPEG standard. Like M-JPEG, this
format uses intraframe compression, a significant advantage for digital editing.
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Motion JPEG 2000 can deliver mathematically lossless compression as well as com-
pression that is either visually lossless (the human eye cannot detect the losses) or
lossy. The format is also optimized for network applications: it can deliver higher-
quality images by sending only the additional information needed rather than
resending another complete, higher-resolution image. The U.S. Library of Congress
has adopted Motion JPEG 2000 as its video archiving format. Motion JPEG 2000 files
use either the .mj2 or .mjp2 extensions.

8.3 Sources of Digital Video

Multimedia developers have two ways to acquire digital video: they can convert existing
analog video to a digital format (see Appendix D) or they can purchase or create original
digital footage.

Creating Original Digital Video

There are three main steps in creating an original digital video: shooting, editing, and
rendering.

Step 1: Shooting Effective shooting of digital video requires planning. Developers
review the intended uses of the video. They list the shots that will be required. They
consider weather, lighting conditions, and the availability of personnel. They also con-
sider the ways in which video will be integrated with other media in the completed
project.

Stand-alone videos are sometimes shot with the intent of doing little more than
recording a particular event and immediately sharing the result with others. Shooting
to record attempts to capture the ultimate form of the video as the shooting is done.
Lighting decisions may involve little more than keeping the sun to the shooter’s back
and the identification of essential shots may be a short list committed to memory. But
video destined for a multimedia application is seldom shot in this way.

In a multimedia product, video works with text, graphics, and other elements to
inform, entertain, or persuade a user. The effective integration of video with other media
almost always demands careful editing of the original footage. Shooting to edit cap-
tures source footage with editing in mind. The videographer carefully plans the shoot,
concentrating on acquiring a variety of individual video sequences, or clips, that will later
be trimmed, reordered, and blended to effectively communicate a message.

Recording the Shots: The Digital Video Camera The highest-quality digital video requires
expensive equipment and trained professionals. Such shoots are carefully budgeted and
painstakingly planned. In recent years, the development of higher-quality, affordable
cameras and increasingly powerful desktop editing systems has put digital video within
the reach of a wide range of multimedia developers. Like the video professional, these
developers will generally shoot to edit, trying to record a variety of video images as
source material for the editing process.

Shooting to edit requires a camera designed to record high-quality source footage.
The mostimportant considerations include the number and quality of CCDs, lens quality,
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microphone location and quality, storage media, file format, and light sensitivity (Figure
8.1).

m CCDs: A CCD, or charge-coupled device, generates different levels of electrical voltage

based on variations in the intensity of light striking its surface. These voltages are then
converted to digital values to store data about each pixel of a
digital image. The size of CCDs varies from approximately e
to %2 inch or more. Larger CCDs are used in more expensive
cameras. The number of CCDs is also important. To digitally
record color, each sample must include information about
the proportions of red, green, and blue (RGB) light. Two
approaches are taken to defining these RGB levels. In the first,
a single CCD is used. The incoming light is passed through
filters and the CCD records the level of each filtered color.
In the second approach, the light is split into the three color
components by a prism and three separate CCDs are used
to record red, green, and blue levels. Three-CCD cameras
produce clearer, more accurate color. While these cameras

Figure 8.1 Digital video camera consider- remain more expensive than single-CCD models, prices have

ations include quality of CCDs, lenses, and
microphone; storage type and capacity; and

light sensitivity.

fallen and good three-CCD options are increasingly available
in the “prosumer” category.
The resolution of the CCD is also important. Higher-
resolution CCDs sample smaller elements of the image and
produce more accurate digital images. This is reflected in larger horizontal and vertical
dimensions. Higher resolutions are particularly important when the camcorder will be
used to capture still images. For motion capture, resolutions that are higher than the
format used to store the video (for instance, 720 X 480 for DV or 1920 X 1080 for HD)
are not necessary.

Whether the camera is used for still or for video capture, the resolution of the CCD
itself is the most important measure of camera resolution. Camera resolutions are
sometimes stated based on digital enlargement rather than CCD resolution. Digital
enlargement uses software to interpolate new pixels to increase image size. The results
never match the accuracy of a higher-resolution CCD. Camera selection should always
be based on the resolution of the CCD itself.

m Lenses: As in still cameras, the quality of an image is greatly affected by the quality of
the lens. Higher-quality cameras use lenses from better vendors and they also support
higher zoom ratios through the use of camera optics rather than software. In fact, digital
video producers often suggest that software zoom capabilities be ignored in selecting
a camera, because they produce inferior results to optical zoom. In addition, software
zoom, if desired, can always be applied during the editing process on a computer.

® Microphones: Microphone placement, type, and quality are important for accurately
capturing sound in a digital video. Microphones are designed differently to capture
different types of sound. Omnidirectional microphones are optimized to capture
a broad range of background sound. Unidirectional microphones are intended to
record sound from a narrowly defined location. Zoom microphones match their
pickup patterns to the camera’s zoom lens. At wide zoom, they act as omnidirectional
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® Light Sensitivity: Cameras vary in their ability to effectively capture images in low-light
conditions. This is measured in units of lux. Lower lux ratings indicate that a camera
can operate in lower light conditions. DV camcorders vary in their
A lux is the light given off by 1 candle over | low-light capabilities from approximately 2 to 8 or more lux. A vari-
a 1-square-meter surface. ety of auto exposure presets are also often available for different
lighting conditions—for instance, sunlight, moonlight, spotlight, or
dusk. Supplemental lighting can also often be attached directly to cameras or pro-
vided through stand-alone lights.

Shooting Basics  Like still photography, effective videography requires an understanding
of the capabilities of the camera and an awareness of basic “best practices.” Developers
prepare for shoots with extra batteries and storage media (tapes, DVDs, memory cards),
external mikes, and headphones. They know the automated focusing and light modes
the camera supports and also how to shift to manual control when necessary. They also
note the advice of professionals for framing shots, camera motion, the use of pans and
zooms, and taking care of time code.

® Framing a Shot—The Rule of Thirds: The rule of thirds is perhaps the most widely
embraced guideline for framing a video shot. To use the rule, mentally divide the cam-
era image into thirds both vertically and horizontally by inserting two equally spaced
lines in both directions. Subjects are then aligned on the intersection of these lines
(Figure 8.3). The choice of left or right vertical line or upper or lower horizontal line is
based on the direction of the motion. In general, the subject should be moving toward
the open area of the frame. A shot of a runner on a track moving to the left of the
camera, for example, frames her body on the right vertical line, with her eyes on the

Figure 8.3 The rule of thirds.
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intersection of that line and the uppermost horizontal line. Using the rule of thirds for
an image, rather than simply centering it, preserves its interest and meaningfully
relates it to the action that is taking place. It also helps to ensure adequate side and

headroom, thus avoiding an unintentionally cramped or cropped
image.

Minimizing Camera Motion—Shakes, Pans, and Zooms: Excessive
camera motion is a distraction. This is particularly true of the
jumpy images produced by unsteady hands, but many profes-
sionals also caution against the intentional motions introduced
by pans and zooms.

Digital video cameras often include image stabilization tech-
nology to minimize shakes and jitters. While these may be help-
ful, they are no substitute for the use of tripods or basic tech-
niques, such as using flat surfaces to support the shooter’s hands
and arms or holding the camera close to the body when no other
source of support is available.

White Balancing

White balancing is the process of adjusting

a camera to correctly record white in differ-
ent lighting conditions. Different types of
light—the sun, incandescent bulbs, fluores-
cent tubes, and so on—produce different
hues of white. A camera that is not white
balanced may produce video with an inac-
curate color tint. Most cameras can be auto-
matically white balanced by briefly recording
a white object. Videographers often camry a
piece of white cloth for this purpose: they
aim the camera at the cloth and record for a
few seconds. White balancing is particularly
important when changing from one artificial

light source to another or between indoor
and outdoor recording.

Pans (moving side to side) and zooms (enlarging camera
images by lens changes) can serve useful functions. The slow
pan of the vast, empty sea from the perspective of the life raft
helps to tell a story. Zooms can readily vary the amount of detail conveyed in a scene
and are also often useful. But both techniques are difficult to use effectively without
specialized equipment to stabilize the camera. Professionals generally restrict their
use by panning slowly in just one direction, rather than also panning back. Similarly,
they zoom slowly to a fixed point rather than repeatedly zooming in and out. For most
video shots, the best rule is to capture moving images with a still video camera.
Taking Care of Time Code: Digital video cameras write a time code as they are record-
ing images and sound. The code is in the form hours: minutes: seconds: frames. A time
code of 01:21:36:05 indicates a location at 1 hour, 21 minutes, 36 seconds, frame 5. This
code can be viewed on each frame of the video and it serves as the frame's address.
Time code makes it possible to easily locate specific video segments. Editing software
uses time code to carry out splits, trims, transitions, and other effects.

Users of tape-based cameras need to take precautions to preserve an accurate time
code. These cameras will record a single, continuous time code for the full length of a
tape provided that they begin a new recording session at a previously recorded point.
If the tape is advanced beyond an earlier recording point, however, the time code will
be broken and a new code sequence will begin when the camera resumes record-
ing. This may happen when the camera is shifted to VCR mode to view a previously
recorded segment and then advanced beyond the last recorded frame before record-
ing is resumed. Because there is no time code on the tape, the camera treats it as it
would a new tape and starts the code over again. The resultis that different frames will
share the same time code or "address.” In order to avoid this conflicting information
and the complications it creates for cataloging and editing video, it is important not to
break the time code. Cameras often provide an “End Search” control to automatically
locate the end point of recording.
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® Getting the Right Shots: Video planning also includes the identification of particular

types of shots needed. Video is used to convey a message. Just as a traditional author
chooses words carefully, so too the videographer carefully selects images. One consid-
eration is coverage—the source video needs to cover all the important elements of the
subject being recorded. A documentary of a figure skating competitor might require
source footage of herarrival at the arena, practice sessions, discussions with her coach,
and the nervous anticipation of her parents, as well as the competition itself.

In addition to covering all aspects of the subject, videographers are careful to
include a variety of different types of shots. Some shot variations reflect changes in
the camera’s field of vision.

m Close-up shots (CUs) fill the screen with the subject, focusing the viewer's attention
on its details. Close-ups are often used for dramatic effect—the tension in the face
of the coach as the skater approaches a difficult jump. These are often among the
most powerful video images.

m A medium shot (MS) frames the whole subject. Medium shots are used to present
the main action or tell the story. The camera frames the skater’s whole body as she
begins her routine. The greater part of most videos consists of medium shots.

m A wide shot (WS) presents the subject as relatively far away and is often used to
orient a viewer to the scene of the action. The camera moves out from the skater,
showing the stands and the cheering spectators.

There are variations on these basic shot categories—a BCU (big close-up), for
example, is an extremely close shot of a subject, while an MCU is a medium close-up.
Other important basic shots include establishing shots, cutaways, point-of-view shots,
reverse angles, and over-the-shoulder shots.

m An establishing shot orients viewers by providing an image identifying the subject.
This may be a wide shot, such as the skating arena framed against the city skyline.
It could also be a medium shot of a banner presenting the name of the event or a
close-up of a ticket stub.

m A cutaway, as its name implies, momentarily takes the viewer away from the main
subject to a related image. As the skater completes the most difficult part of her
routine, a cutaway displays the crowd reaction.

® A point-of-view shot shows what the subject would see—a camera behind the skater
captures the bouquets of flowers being thrown from the stands at the end of the
performance.

m A reverse angle shot is sometimes called a shot/reverse shot. A shot of the subjectis
taken from one angle and another shot is taken from a different angle. This may be
accomplished either by using two cameras or by moving the camera and restaging
the scene. This technique is often used in interviews. One image shows the skater as
she responds to a reporter's animated questions after her victory. The reverse shot
is taken behind the skater and includes the face of the reporter. This heightens the
sense of interaction between the two individuals.

m Over-the-shoulder shots include the subject as well as others observing the subject.
With the competition over, the skater tells her story to a gathering of friends. The
video is shot from behind the crowd of friends, showing portions of them, while
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focusing on the skater. Over-the-shoulder shots can efficiently present the interac-
tion of a main subject with other elements of the scene.

With source footage in hand, the digital videographer is ready to begin the editing pro-
cess and transform a scattered collection of images into a coherent video presentation.

Step 2: Editing Video-editing software ranges from basic consumer packages (e.g.,

iMovie, Movie Maker) to increasingly powerful prosumer applications (e.g., Final Cut Pro,

Premiere, Avid Studio), to specialized, expensive software for professional video and film

production. The prosumer category provides desktop multimedia producers, and even

some professional videographers, with a powerful complement of video-editing tools.
Digital video editing involves four major tasks:

m Capturing video from an external source

B Arranging separate video sequences, or clips
m Splitting and trimming clips

® Adding transitions and special effects

Editing software provides the tools to perform these tasks. Editors include windows
in which each activity takes place. The names and specific features of these windows
vary from product to product, but virtually all include variants of preview, library, and
construction windows (Figure 8.4).

A preview window displays the source video prior to capture and also is used to pre-
view the current project at any time during the editing process. VCR-like controls are
provided to rewind, fast-forward, pause, and play. Clips that have been transferred to
the computer are located in a library window. The library window may also display titles,
transitions, and effects that can be applied to the video. Clips are edited and combined
in a construction window. The construction window presents the assembled video clips
either as a storyboard or as a timeline. The storyboard is a more general overview in

Fisad Cut Express  File B0 Vs Mark Moy Sequesie  [Mecs  Tooh  Wisdow  Hels

> . 'L} .
“Library” 5 “Previéw” “Construction”
Window Window '

Video Track
~ Audio Tracks

Timeline

Figure 8.4 Windows, timeline, and tracks in Final Cut Express, a basic video editor.
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in the use of a lower resolution, such as 240 X 180, for streaming video and video email
attachments. Still lower resolutions such as 176 X 144 may be required for cell phones.

The frame rate is another important factor in the size of video files. Reducing frame
rates can dramatically reduce the amount of video information a device must process
in a given time. Computer hardware and network bandwidths continue to improve, but
frame rates for videos streamed via the Web often must be reduced to ensure that a wide
range of users can effectively view them.

Having selected an appropriate codec, resolution, and frame rate, developers then
specify the video data rate. Codecs typically can compress at different quality settings.
Setting a relatively low data rate will require more compression and will usually produce
lower-quality video. This is often essential, however, to ensure effective delivery. Rates
vary from as low as 20 to 30 kilobits per second (Kbps) for low-quality streaming video
to approximately 9 megabits per second (Mbps) for DVDs and up to 48 Mbps for Blu-ray
discs. In addition to selecting a data rate, developers often also have the option to select
either constant or variable bit rate encoding. VBR is sometimes done using two passes,
one to analyze the video data to determine which scenes to record at a higher or lower
rate, and a second to do the actual encoding. This slows the rendering process but usu-
ally results in higher quality than CBR.

Finally, most video also includes sound. Sound is recorded on tracks separate from
video and can also be encoded using different codecs and data rates. When file size
and data rates are not as critical, sound is often recorded in the uncompressed, widely
supported PCM (pulse code modulation) format. Common compression options include
MP3 and the Dolby Digital AC-3 formats.

8.4 Guidelines for Video

The production of high-quality video has traditionally required expensive equipment,
highly trained professionals, and generous budgets. Today, the availability of affordable,
powerful digital tools—cameras, editing software, and computers—has made video a
practical addition to many multimedia projects. Video is also complex and demanding,
however. The successful use of video requires attention to basic guidelines for shooting,
editing, and rendering.

Shooting
1. Choose a camera carefully. Consider the following:

CCDs.

Optics.

Microphones.

Storage media.

File formats.

Lux rating.

2. Steady the camera. Use a tripod or lean against a solid surface.

3. White balance prior to shooting. This is especially important when changing
between different lighting conditions.

4. Avoid shooting into light and backlit scenes.
5. Limit pans and zooms.
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6. Frame the subject. Use the rule of thirds.
7. Make an inventory of required shots.

m Different angles.

= Wide shots, medium shots, and close-ups.

m Establishing shots, reverse angles, over-the-shoulder, and point-of-view shots.
8. Use the highest resolution available.

9. Add external microphones if required.
10. Use headphones to monitor sound quality.
11. Record background sounds for use in editing.
12. Don’t break the time code.

Editing
1. Protect source video.
m Keep copies of original sources at the highest resolution and lowest compres-

sion.
2. Save a copy of the master video prior to rendering.

Rendering

1. Match codec, resolution, frame rate, and data rate to intended use and deliv-
ery medium.

2. Use variable bit rate encoding when available.

8.5 Summary

Powerful microcomputers and sophisticated editing software have made it possible for
all multimedia developers to add high-quality video to their productions.

Digital video is characterized by very large file sizes that place significant burdens
on processors, storage devices, and, especially, computer networks. Multimedia video
is tailored to specific uses by adjusting screen resolutions and frame rates and choosing
appropriate compression options.

Digital video is acquired using digital cameras or downloads of previously created
digital video files. Relatively inexpensive digital camcorders can produce high-quality
video that can be effectively edited by multimedia developers. Most multimedia devel-
opment will require a shoot-to-edit approach, in which careful planning identifies the
range of necessary video clips. Editing software can then be used to capture video,
arrange clips, carry out splitting and trimming, add transitions and effects, and finally
render the master video as a new video file suitable for distribution.

Key Terms

Aspect ratio Codec
AVCHD D1
CBR DV

CCD DVD-Video
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Flash Video

Frame rate

HDTV

HDV

Interframe compression
Intraframe compression
Master video

M-JPEG

Motion JPEG 2000
MPEG

Output resolution
QuickTime

RealVideo

Rendering

RGB

Review Questions

Rule of thirds
Scalable compression
Screen resolution
SDTV

Shooting to edit
Shooting to record
Source video
Splitting

Storyboard

Time code

Timeline

Transitions

Trimming

VBR

Windows Media Video

1. Whatis the distinction between film and video?
What is screen resolution and what does it mean for digital video?
Why do developers often need to adjust the output resolution of digital video?

What is a codec?

Identify one advantage and one disadvantage of interframe compression.
What is the distinction between MPEG2 and MPEG4 video compression?

2
3
4
5. Identify and define the three main strategies for compressing digital video.
6
7
8

What is one advantage of the DV format for archiving standard definition video?
9. What are the three steps in creating original digital video?
10. Identify and explain the two main approaches to shooting video.
11. Describe the rule of thirds and explain its importance in shooting video.
12. Whatis time code and why is it important in shooting video?

Discussion Questions

1. Identify and explain the three factors that influence the quality of digital video

output.

2. Why does digital video produce large data files?

w

How do developers control these large data files?

4. You are sent to shoot the source footage for a video promoting your college.

Identify and explain three important considerations for shooting this digital
video.

Your college plans to have one version of the video promotion on the college
website and a second version on a DVD to accompany the Admissions catalog.
Identify and explain the important considerations when you render the video
project for each of these uses.
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Discussion Questions

Describe the features of a digital camera that are important to consider if your
multimedia project requires professional-quality digital video.

Locate a 45- to 90-second video clip on YouTube. Discuss the quality of the video,
including shot selection, camera control, and editing. How could the clip be
improved?

Research developments in 3-D digital video recording. Report how this 3-D space
is achieved and the features of cameras that support 3-D recording.

Research the AVCHD format. Report the benefits of this digital video format and
details regarding the variety of video resolutions supported by the standard.
Research the Motion JPEG 2000 format. Report the benefits of this digital video
format and details regarding its current uses.
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Animation

Topics you will explore include:

® Animation Basics
® Traditional Animation Techniques
= Cel Animation
m 2-D Digital Animation
= Key frame
= Tween
= Programmed
® 3-D Digital Animation
= Motion Capture
= Forward Kinematics
= Inverse Kinematics
= Animating with Physics
= Prerendering
u Real-Time Rendering
® Guidelines for Animation
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9.1 The Brave New World of Digital Animation

Animation is the pinnacle of modern multimedia. It incorporates and draws inspiration
from each of the other media. And more than any other medium, animation exploits the
creative and transforming potential of the computer as a “universal machine.”

Computers have dramatically lowered the costs and increased the ease of creating
many different types of animation. Motion graphics, for example, is the art of making
titles, credits, and other graphic objects move across movie and television screens. For
many years, only large studios could afford these services. Now individuals and small
groups readily create a wide array of flashing text, spinning logos, and image morphs to
complement websites and other multimedia productions. Virtually every form of tradi-
tional animation from the simplest flipbook to the extraordinary creations of the great
Disney Studios has been transformed by digital technology.

The revolution in animation is not just about economy and efficiency. The computer
also provides developers with entirely new capabilities that have resulted in animations
that were inconceivable a generation ago. These new creative powers draw on three
principal capabilities of computers.

First, the computer supports interactivity. Traditional animation is a passive medium,
intended simply for viewing. By contrast, the computer supports user participation. We
do not watch video games or flight simulators. We play and fly them.

Second, computers can convincingly simulate three-dimensional sensory experience.
Traditional animations were largely two-dimensional fantasy worlds that playfully pre-
sented improbable behaviors such as singing mice and flying men. The computer now
supports an entirely different form of fantasy by creating realistic 3-D characters and
scenes that are often indistinguishable from those of video or film.

Third, computers can embody and implement rules of behavior. A traditionally animated
character does what it is drawn to do. Computer-animated characters do what they are
told to do. There are many different types of “rules of behavior.” Some determine how
the object is to appear. Computers create realistic 3-D images through algorithms that,
in effect, tell the object how to respond to simulated light. The rules may also determine
motion. Inverse kinematics provides rules of behavior for the various limbs of animated
characters so that the hipbone really is connected to the thighbone—and both move as
they should. The airplane in a flight simulator flies realistically because the computer is
implementing a set of rules to reproduce the responses of simulated airfoils to different
flight conditions. The behaviors may also be psychological, as with game characters that
react to certain situations, such as the presence of weapons or food, in specific ways
whenever they happen to encounter them.

The computer transformed the work of animators by providing powerful tools of
creative expression and new ways to engage their audiences. The potential of these
new forms of animation is already clear in video games that addictively immerse their
players in alternate realities and in films that convincingly substitute fully digital actors
for human performers. As the film producer Jeffrey Katzenberg once remarked, thanks
to computer-generated animation, “If we can imagine it, we can make it.” These new
powers follow directly from the programmability of the computer, from the fact that itis
a universal machine with, in a practical sense at least, unlimited potential. Digital anima-
tion is indeed a “brave new world,” one that will almost certainly continue to generate
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The familiar flipbook can present dozens of images on a series of pages, each show-
ing a different stage of a motion. As the pages are rapidly flipped beneath the thumb,
the motion, such as a person walking, is displayed. The flipbook illustrates several addi-
tional elements of animation. First, the quality of the motion will depend on the rate of
display—very slow flipping produces jerky, unnatural motion. Second, assuming an
adequate rate of flipping, the speed of the motion will depend on the differences
between the images—Ilarger variations in the positions of arms and legs from one draw-
ing to the next will produce the illusion of a faster walk. Third, each drawing must be a
variation on its predecessor, usually with slight changes between the two. To produce
a new image, it is important to be able to use the preceding one as a reference. This is
accomplished by laying a new page over the drawing. If the paper is thin enough, the
previous image will show through. Thicker papers will require a light table to illuminate
the underlying image. This process of drawing while referencing preceding images is
traditionally known as onionskinning. Finally, the flipbook also illustrates registration,
another basic requirement of animation. Registration is a way of physically aligning the
images with one another. The binding of a simple notepad accomplishes this. Drawing
on a set of loose sheets requires prepunched holes and peg systems or some other form
of registration.

The 19th century saw the development of mechanical
animation display devices. One, the zoetrope, was a rotating
drum with slits on its side (Figure 9.2). A light illuminated
a strip of drawings fastened inside the drum. As the drum
turned, the viewer caught a glimpse of each successive
image through the passing slits. When the drum was rotated
at an appropriate speed, persistence of vision blended
the individual images and produced the perception of
motion. Another device, called the praxinoscope, was used by
Charles-Emile Reynaud to project short animations to audi-
ences at his Théatre Optique in Paris during the 1890s. This

Figure 9.2 Zoetrope. early experiment gave little more than a hint, however, of the

enormous influence of fully developed animation.

9.3 Traditional Animation

Traditional animation is film-based. Individual images of the animation sequence are
photographed and recorded as separate frames on a long strip of transparent film. The
film is passed in front of the light of a projector and the animation appears on-screen.
Later, video was used to encode the images and sounds of film on magnetic tape for tele-
vision display. Movie theaters and televisions provided animators with the mass commu-
nication possibilities that drove the commercial development of traditional animation.
Film dramatically enhanced the expressive possibilities of animation. Multiple reels
could hold any desired number of individual film images. This made it possible for anima-
tors to create longer animations with more subtle motions. Projectors reliably displayed
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The different components of objects often move independently of one another. If the
snowball strikes a tree at the bottom of the hill, the motion of the branches will, at first,
lag behind the motion of the trunk. As the trunk comes to temporary rest at the extreme
point of its motion, the branches will continue to move. Paying attention to such overlap-
ping motions helps animators produce convincing, lively motions.

Close observation of the natural world is important for successful animation. But most
animators are not trying to simply duplicate natural motion. Instead, animation usually
derives its power from the skillful exaggeration of motion for dramatic effect. Often the

exaggeration is simply in the rate of motion—the snowball eases
Squashed Stretched  into its downhill motion, but it gains speed with an unnatural
rapidity and quickly grows to enormous proportions, scattering
the terrified people in its path. Other forms of exaggeration focus

YR on distortion. Stretch and squash are staples of the traditional
animator’s art (Figure 9.4). The speeding snowball hits a bump and
flies into the air. As it rises, it stretches to form a vertically elon-

gated ellipse. It hits the ground and is squashed into a horizontal
Figure 9.4 Stretch and squash. ellipse; it snaps back to a round shape and races on. Stretch and
squash wildly exaggerate the effects of gravity to enliven the

snowball’s journey.

These strategies have been applied to a wide range of animation subjects. In fact, any-
thing that can be photographed is a candidate for animation. Paper cutouts, clay figu-
rines, puppets, and all sorts of natural objects have been posed, photographed, reposed,
and photographed again to create the individual photo frames of filmed animation. But
the technique that most directly influenced the development of digital animation was
cel animation.

9.4 Cel Animation

Cel animation was perfected and popularized by the Disney Studios of the early and
mid-20th century. Cel originally referred to the drawings of individual animation frames
made on sheets of celluloid, the same flexible, transparent material used for early films.
These drawings were then photographed to produce the animated film. Today, acetate
has replaced celluloid, but the technique is still known by its traditional name.

The main advantage of cels is that they save enormous amounts of drawing time by
allowing animators to break scenes into those parts that stay the same and those that
must be changed from frame to frame. A single drawing can then be used over and over
for the unchanging elements of the scene. For instance, if a character skips down a vil-
lage path, the path, the village buildings, sky, clouds, trees, and so on are unchanging
background items. These can be placed on one cel. Objects that change can be placed
on another layer of cels. The skipping child will require a series of drawings, each depict-
ing different positions of her arms, legs, head, and torso. Only the child will be drawn on
this layer of cels. To create the individual frames of the animation, the two layers are
stacked over a light source and the composite image—background village scene and
one stage of the skipping child—is photographed. For the next frame, the top cel is
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2-D Animation

Developers can produce simple 2-D digital animations by mimicking basic traditional
techniques such as the flipbook. Animated GIFs consist of a series of individual GIF images
that are rapidly displayed in sequence. Simple software lets animators insert or delete
images, vary the rate of display, stop or loop the animation, and so on.

Other forms of traditicnal animation also have digital counterparts. Cutout animation
uses figures cut from paper or other flat material. These are often made up of separate
parts, such as arms or legs that can be positioned differently to produce the various
states of motion needed for the animation. Producing the figures, manipulating their
parts, and photographing each setup are time-consuming tasks. Digital paint and draw
programs can be used to create and modify cutouts much more rapidly and with greater
control of detail. Animation programs can then be used to quickly import these images,
arrange them on a timeline, set timing and transitions, and produce the final animation
as a digital movie.

Rotoscoping was also transformed by digital techniques. Rotoscoping is the process
of producing an animated sequence by tracing the individual frames of a film or video.
This can be especially effective for animating complex motions, such as the twisting
and turning of people dancing. Traditionally, the filmed dance would be projected one
frame at a time to a surface on which an artist could trace the outlines of the dancers.
The sequence of tracings captured the pattern of motion and the tracings themselves
could then be developed by the artist to fit the subject and mood of the animation.
Rotoscoping was labor-intensive and required specialized equipment usually available
only at larger production studios. The computer makes rotoscoping a practical tool,
available to virtually any animator. Film or video is simply converted to digital form or
shot with digital cameras. Individual frames are then imported to image-editing pro-
grams such as Photoshop that allow the artist to add a transparent layer and trace the
desired parts of the scene. The original image layer is deleted, leaving behind the traced
layer. This can be further developed and saved as an animation frame. The individual
frames are then imported to an animation or video program such as After Effects or
Premiere where they are sequenced and edited.

More complex productions can be created using 2-D animation software that mirrors
many of the elements of traditional cel animation. Animations are composed of a series
of individual frames like the film frames used to present a cel animation, the frames are
synchronized to one or more sound tracks, graphic elements can be placed on different
layers corresponding to traditional cels, major changes in scenes are designated as key
frames, and the illusion of motion is created by producing a series of tweens based on
key frames.

Digital animation programs such as Flash or Director present frames as a horizontal
row of small rectangles in a window called a timeline. Developers can easily move to
different frames by clicking on a frame or by using simple controls similar to those on
VCR or DVD players. The contents of the frame are displayed in another window where
they can be edited. The timeline makes it possible to precisely control each frame
of the animation.
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A frame in a digital animation may be composed of multiple layers, just as a frame in a
celanimation may be composed of several transparent sheets of “celluloid.” As in cel ani-
mation, layers have a stacking order. The lowest layer is used for background elements,
those images that remain the same as others are changed to produce the appearance of
motion. Animators can easily change the order of layers. And unlike traditional anima-
tion, there is no need for precise registration devices to maintain alignment or different
paints for different cel layers to compensate for the effects of opacity.

The key frames and tweens of traditional cel animation are also important compo-
nents of digital animation. The creation of frames is facilitated by another digital variant
of a traditional technique, onionskinning. Here the computer imitates the process of
using one drawing as a reference for a new image by creating a faint image of the origi-
nal on one layer and allowing the animator to draw on a second, higher layer. Animators
can produce each successive frame manually. This is known as frame-by-frame anima-
tion, a technique that provides complete control over frame content, but is also very
time consuming.

Tween Animation A powerful alternative to the frame-by-frame approach is tween
animation. In tween animation, the animator creates the key frames and the computer

pomom e @ e @ @ v e e om o= e @ automatically produces the tweens. There are

several different types of tweens. A simple
motion tween can be used to move an object
from one position to another. The first key frame
places the objectin one position and the second
places it in another. The program then fills in the
intervening frames (Figure 9.5). Tweening is also
used to produce path-based animation: the
animator draws a path from one key frame to
another and the computer fills in the intervening
images, spaced out along the path, to produce
the desired motion (Figure 9.6).

Tweening is also used to animate other prop-
erties of objects. One common example is mor-
phing, also known as shape tweening. In mor-
phing, the shape of one image is gradually

modified until it changes into another shape.
The image of a child might be morphed to that
of an adult or a drawing of a pen might be mor-
phed to a rocket ship. The key frames in this case
are the two images and, again, the animation
program creates the tweens, the sequence of
frames over which the program gradually alters
the shape of the object, little by little, to com-
plete a transition from one to the other (Figure

Figure 9.6 Motion guides in Flash determine the location 9.7). Animators can control the way in which
of each animated object. objects change by specifying the points of the
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Programmed, or procedural, animation is a different approach. In programmed ani-
mation, animators write commands and the computer generates the animation. This
requires knowledge of programming languages and the mathe-

Programmed Animation in Flash matical techniques required to specify patterns of movement as
The following script is a simple example of well as the other changes (size, shape, color, etc.) that occurin the
rotating an object through programming, animation.

rather than tweening: Programmed animation has several advantages. Files sizes are

OnClipEvent (enterframe) {_rotation += 9} smaller because much of the animation consists of commands,
rather than a series of images. This reduces storage, bandwidth,
and processor requirements. As a result, programmed animations load and play more

quickly, allowing them to be used on a wider range of computers and networks.

Another advantage is the relative ease with which different versions of an animation
can be created. For instance, if an animation requires a large flock of birds, a single bird
can be animated procedurally. The animator can then create different birds by simply
altering the parameters governing direction, speed, wing motion, and so on.

Programmed animation also supports more complex forms of interactivity. In com-
puter games, developers often provide users with a wide range of choices. Programmed
animation allows the developer to specify the content of the animation that the com-
puter will create based on the user’s actions. The animation is then generated “on the
fly.”

Animation software may support both tweening and programmed animation. The
scripting languages (ActionScript, Lingo) in Flash and Director, for instance, can be used
to produce programmed animations. Once a programmed animation is created, it can be
used alone or in combination with tweened animations.

The computer provides flexible, novel animation possibilities through programming
and it transformed traditional 2-D animation techniques such as cel animation, cutouts,
and rotoscoping. It had an even greater impact on 3-D animation.

3-D Animation

Traditional 3-D animations are created with sequences of photographs of three-
dimensional objects such as clay figures, puppets, toys, models, and people. The anima-
tor sets up one scene, photographs it, makes changes to the figures to be animated,
takes another photograph, and so on until the animated sequence has been completed.
This is a time-consuming process requiring painstaking attention to the positions of the
animated objects as well as careful control of camera angles and lighting.

The earliest applications of the computer to 3-D animation simply facilitated tradi-
tional approaches. For example, specially designed and programmed computers were
used to precisely control the motion of cameras across a stage area. The computer
allowed operators to shoot each frame, reposition objects, and shoot the next frame
from a new position. When the frames were projected, the motion of the camera would
appear perfectly smooth because of the precise positional control provided by the com-
puter.

As the graphics rendering capabilities of computers improved, their role in 3-D ani-
mation changed. Now computers could be used to create convincing representations
of three-dimensional objects themselves and then set them in motion. This eliminated
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the need for elaborately built stages and models and soon led to the creation of novel
animations that could not be produced using traditional techniques. This new form of
3-D animation involves three major, interrelated tasks: creating objects and scenes, defin-
ing motions, and rendering.

Creating Objects and Scenes Animators create their objects and scenes in much the
same ways as 3-D graphics artists do—through modeling, surface definition, and scene
composition. Modeling defines the shapes of objects using techniques such as polygons,
splines, and metaballs (see Chapter 6). Surfaces are defined by specifying materials
(glass, metal, wood, etc.), applying image and bump maps, and establishing properties
such as opacity and reflectivity. Animators compose scenes by placing objects and defin-
ing camera angles, lighting, and environmental effects.

Defining Motions The second major task in 3-D animation is to define motions. The ele-
ments of a 3-D animation include the objects and sounds viewers will experience as well
as the cameras and lights used by the animator to define the finished product. Virtually
all of these elements can be setin motion. Cameras can move in and out of a scene as if
they were on tracks or booms, lights can follow characters and, of course, the characters
themselves can be transformed in all the ways established by the animation tradition.
Stretch and squash, ease-in and ease-out, exaggeration and anticipation—all these tra-
ditional manipulations and more remain directly relevant to 3-D animation.

As in 2-D animation, 3-D developers use key frames to designate major changes
in an animation with intervening frames produced by the computer. The movements
captured in key frames can be created in several different ways. Models can be placed
at different points in a scene to define a path that is then completed through computer
tweening. Similarly, shapes, colors, transparency, and texture can be changed using key
frames and tweens. The most complex motions typically involve models of humans and
animals. Here it is necessary to manipulate individual body parts to achieve realistic
motion. Motion capture, forward kinematics, and inverse kinematics are three of the major
techniques used to animate animals and humans.

Motion capture, also known as performance animation, is the technique of record-
ing the motions of actual objects, such as human or animal bodies, and mapping these
motions to a computer-generated animated character. The “performers” are equipped
with sensors to track the motion of various body parts as they create the actions to be
animated. This information is transmitted to the computer and processed to produce
the corresponding motion in the animated character on screen. In this way animation
producers and performers can see the results of the performance and immediately make
any necessary adjustments. Performance animation is often used to capture complex
natural motions that would be difficult to create using other techniques. The technique
has been used to reproduce the movements of highly realistic “virtual actors” and “virtual
models” that are intended to be indistinguishable from real humans. In other cases, the
results of performance animation are deliberately modified to be less realistic to fit the
style of a specific production.

Kinematics is the study of the motion of bodies or systems of bodies. Animals
are systems of body parts. The motion of one part, such as a knee, produces related
motions in others—thigh, shin, and foot. In forward kinematics, objects are modeled as
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as IK, free animators from some of the more laborious aspects of 3-D animation, allowing
them to concentrate on creating engaging characters and stories.

Rendering As in static 3-D graphics, rendering is the final step used to produce the
frames of a 3-D animation. Rendering creates the final animation frames by applying the
modeling, surface definition, scene composition, and motion specifications created by
the animator. An animation may be either prerendered or rendered in real time, “on the
fly.” The former approach is appropriate for applications with little or no interactivity,
such as animated films. The latter is essential for highly interactive animations such as
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video games because the final form of the animation depends on the user’s choices.

Prerendering of an animated feature film such as Toy Story or
The Polar Express requires enormous processing resources. Each
of the film’s many thousands of individual frames is a high-resolu-
tion bitmapped image. The individual pixels that make up these
images are defined by complex calculations carried out by the
computer to implement the object properties, lighting, camera
angles, and motions specified by animators. To render Toy Story,
the first fully digital feature-length animated film, Pixar Animation
used a “rendering farm,” a network of 117 workstations, each
with at least two processors. The task required 800,000 computer
hours (a single computer would have taken 43 years to complete
this task).

The luxuries of rendering farms and weeks of rendering time
are not available for video games and other highly interactive
3-D animations. In these cases the computer must produce the

OpenGL and Direct3D

OpenGL and Direct3D are APIs, Application
Programming Interfaces. OpenGL is a widely
implemented cross-platform API, whereas
Direct3D is a Microsoft standard for Windows
PCs.

APIs specify standard definitions and
functions that can be implemented by
a range of software and hardware. For
instance, OpenGL provides functions to draw
3-D objects from primitives, apply textures,
set camera angles and lighting, and render
scenes in real time. Programmers can use
these functions with all OpenGL compli-
ant hardware and software. This simplifies
application development and also encour-
ages rapid adoption of new devices such as
improved video cards.

animation immediately. More-powerful computers and spe-

cialized play stations with powerful graphics-processing capabilities are part of the
solution to this challenge. Simplifying the animations themselves by creating objects
with low polygon counts and minimizing the use of complex textures and shading
is also important. The animated objects of a video game are usually created through
programming languages such as C++ and then rendered in real time by rendering
routines provided through Direct3D or OpenGL.

9.6 Animation Tips and Guidelines

Animation covers an extremely wide range of productions from the very simple, such as
spinning logos that can be produced quickly by individuals, to complex feature-length
films that require years of coordinated effort by hundreds of artists and technicians.
Nonetheless, many of the guidelines appropriate to larger productions are also useful
for individuals and small teams. Animation typically requires greater computational
resources than static media such as text, drawings, or photos, and the process can easily
become expensive and unwieldy without careful planning.

1. Don’tforget the learning curve! Animation programs are typically more difficult
to master than other media-specific software.
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2. Design for delivery. Complex animations rapidly consume bandwidth and pro-
cessing. Be sure your animation can reach its intended audience. To minimize
animation file size:

= Use simple backgrounds.
= Simplify and limit the number of objects.
® Limit the number of lights and the use of reflections and transparencies.
= Experiment with different rendering options to pick the best combination of file
size and quality.
= Be sure to preserve an original uncompressed file.
3. Consider clip animation. An appropriate animation may be available at little or
no cost.

4. Consult the tradition. The staples of the animator's art will often ease the devel-
opment process and enliven a digital production. Consider:

= Cycles.

= Holds.

= Shooting on twos.

= Tweening—motion, size, color, shape.
= Stretch & squash.

= Easein & ease out.

= Overshoot & overlapping motion.

9.7 Summary

The dramatic accomplishments of digital animation are based on a rich animation tradi-
tion, a powerful new set of digital tools, and, above all, the creativity of a new generation
of writers, producers, animators, and programmers. The “universal machine” plays a two-
fold role in their work.

On the one hand, computers serve as very efficient assistants in the animation pro-
cess. In the hands of skilled developers, digital versions of traditional tools for creating,
editing, and combining media save time and money. On the other, the computer has
extended its role, becoming not simply a tool but also a virtual partner in the creative
process. The key to this transformation lies in the computer’s universality—its ability to
embody any form of knowledge and intelligence that we can either define ourselves or
find a means of empowering the machine to define for itself.

The practical effects of machine intelligence are already evident in 3-D animation
techniques. We have seen them in advanced forms of rendering and in the variety of
algorithms used to produce natural motions and behaviors. Here the computer creates
scenes that animators simply could not know how to create on their own. New animation
software will incorporate increasing amounts of knowledge and intelligence, allowing
animators to express an unprecedented range of experience from the hyperrealistic
world of virtual humans to otherworldly forms limited only by their imaginations.
Together, advanced computers and talented animators will ensure that digital animation
remains the cutting-edge frontier of modern multimedia for some time to come.



Key Terms

Alpha tweening
Animating with physics
Cel

Cycle

Ease-in/Ease-out
Flipbook

Forward kinematics
Frame-by-frame animation
Holds

Inverse kinematics

Key frame

Kinematics

Leica reel

Morphing

Motion capture

Motion tween

Review Questions

Review Questions

Onionskinning
Path-based animation
Pencil test
Persistence of vision
Programmed animation
Rendering
Rotoscoping

Scratch track
Shooting on twos
Size tweening
Storyboard
Stretch/Squash
Timeline

Tween animation
Tweens

13.

14.
15.
16.
17.
18.
19.

What is persistence of vision? How is it related to animation?

What basic elements of animation are illustrated in a simple flipbook of images?
What were the advantages of film for traditional animation?

What is a key frame? How did it improve the efficiency of developing traditional
animation?

Why was celluloid significant in the development of traditional animations?
What is onionskinning?

What is a storyboard?

What s a pencil test?

What is a scratch track?

What are animated GIFs? In what way are they similar to a flipbook animation?
Describe the process of rotoscoping. How is it used in 2-D animation?

What are the features of 2-D animation software that mimic traditional
animation?

What is the difference between frame-by-frame animation and tween animation
sequences?

What is morphing?

How do program commands generate animation?

What are the advantages of programmed animations?

Describe the process of motion capture for creating 3-D animation.

When is performance animation frequently used for 3-D animation?

What is kinematics? What is the difference between forward and inverse
kinematics?
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20.

21.
22.
23.
24,

25.

Identify and explain which form of kinematics requires more computer-
processing power.

What are the advantages of animating with physics?

What is prerendering and when is it used?

Why is real-time rendering often found in computer video games?

Identify and explain two guidelines that will be important to follow if you need to
create an animated web logo for a client’s website.

Identify and explain two guidelines that will be important to follow if you need to
develop a computer-animated children’s fable.

Discussion Questions

1.

11.

12.

13.

Identify the major challenge of traditional animation and explain three methods
to overcome that challenge.

Identify the role of the storyboard, pencil test, and scratch track in developing a
traditional animation.

Why is cel animation described as a “complex, demanding, and expensive form of
animation”?

What specific efficiencies did animation software introduce to the 2-D traditional
animation process?

Identify and explain four types of tweening found in typical 2-D animation soft-
ware applications.

In what ways do the power of new computers alter the development of 3-D
animation?

Research and explain how claymation animation is produced. Is this an example
of computerized animation or not? Explain.

If you train as a 3-D digital artist, would you have the necessary skills to become a
3-D digital animator? Explain your response.

List the steps for creating 3-D animation and identify the main purpose of each.
Would a 3-D animator prefer to use forward or inverse kinematics to develop an
animated sequence of a school of dolphins? Explain your answer.

Identify a current animation sequence from a movie, TV, or website and analyze
how you think the developer may have created it. Refer to specific techniques for
computer animation.

Video games are a major product in the entertainment market. Based on your
knowledge of animation, what techniques might an animator use to make sure
the gaming animations remain current, flexible, and responsive to the player?
Why do the authors suggest that computer animation is the “pinnacle of modern
multimedia”? Do you agree with this assessment or not? Explain.
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Timeline Metaphor The timeline metaphor organizes media content and interactivity
as sequences of frames much like the frames of traditional films and animations. Media
elements are first imported into a library or cast window. They can then be used repeat-
edly in many different frames without significantly increasing file size. Each frame can
have multiple layers. Layers define the stacking order of the media. A graphic that is
shared by several frames is placed on the bottom layer to create a background. Other
media intended to appear in front of the background are placed in higher layers. Sounds
play in a separate layer and extend over multiple frames. - a—
Transitions can be applied to a sequence of frames to fade i f:; SRR NEORNCRONON
items in or out of the viewing area. The timeline controls e :
the presentation of events and interactivity. As the play- el T
head moves across the timeline, individual frames appear oo & 28 fokekbddidld
on the screen. The rate of playback, in frames per second o — T
(fps), can be regulated, and navigation menus or buttons j:m} 3:
can be placed in a frame to alter the flow of the playhead U B —
on the timeline (Figure 10.4). T - e —

The timeline metaphor is especially appropriate for
dynamic media, such as video and sound, which change
over time. Timeline applications, such as Director and Flash,
are powerful authoring tools that allow developers to pre-

Figure 10.4 This timeline from Flash shows me-
dia organized in frames. Frame 1 is one instance
of the display sequence. Each frame has 14 lay-

ers. Two layers have a special purpose: one layer

cisely synchronize the elements of animation sequences  (gntains program code to control the playback
based on fractions of seconds. They are also more difficult  sequence and the top layer contains sound tracks

to learn and are usually chosen only when animation or  synchronized to each frame. The playhead, the

video is the dominant elementin a multimedia project. rectangle at the top, is currently on frame 21.

See Color Plate 27.

10.2 The Authoring Process

Multimedia authoring involves a series of interrelated tasks. Developers design the
application. They import or create, and edit various media elements. They integrate and
synchronize media. They establish navigation structure and they may program more-
sophisticated user interactions. They may also add database support. They preview, test,
and debug their applications. Finally, they prepare (or publish) their products for delivery.
Just as authoring applications differ in terms of their basic metaphors, they also vary in
their capabilities to perform these essential tasks.

Application Design

Authoring software may include a number of features to support the design process.
Presentation programs, such as PowerPoint, usually provide an outline view in which
authors can organize the basic structure of a presentation. More complex multimedia
projects often make use of storyboards. A storyboard is a series of sketches of screens
used to guide the development process. Storyboards include layouts of screen elements
such as media and navigation contrels as well as directions to guide the work of anima-
tors, programmers, and other members of the development team.
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Authoring applications with good support for design can speed the development
process because it is usually easier to build an application from a design created in the
same program.

Importing Content

Multimedia content is frequently created in media-specific applications such as paint or
draw programs that use their own (“proprietary”) file formats. Media content can also be
purchased in a variety of formats from clip library sources. To make use of these different
forms of media, authoring applications can usually import several different file formats.
Not all formats are supported by all authoring applications, however. For example,
images in .psd (Photoshop) format or sounds saved as MIDI files may not be directly sup-
ported by the authoring application. Such files can usually be converted to supported
formats such as TIFF for .psd files or QuickTime for MIDI, but this adds another step to
the development process.

Creating and Editing Content

Media-specific applications have powerful tools optimized for the tasks each performs.
The development process would be very inefficient, however, if every element of a multi-
media application had to be created and edited in different, specialized applications. For
this reason, all authoring applications include some media creation and editing capabil-
ity. Forexample, all applications have tools to enter text either as a graphic or in editable
text form. Text content is often easier to create and edit within the authoring application
when the supporting media are visible on screen. Adjustments to font size, color, and
style are also easier to make within the authoring environment.

Many authoring programs also include basic image- and sound-editing capabilities.
This makes it possible to quickly create graphics for buttons, make simple adjustments
to imported images, or shorten sounds. The power and flexibility of these tools var-
ies widely from product to product. PowerPoint includes a basic draw program while
the capability of Flash draw tools is more advanced. Similarly, the paint capabilities of
Authorware or SuperCard are less powerful than those of Director.

Media Integration, Synchronization, and Playback

Once the content is developed, authoring software is used to integrate and synchronize
various media elements and determine the order in which they are played for a user.
Techniques for media integration vary with authoring metaphor. Media may be placed
on a card surface, represented as an icon and dragged to a flowline, or selected from a
library or cast window and placed on a timeline. The position and order of objects may
be determined by placement in layers.

Synchronization is critical for dynamic media. Sounds, animations, and transitions
must be timed to present a coordinated and unified flow of information. Authoring tools
approach synchronization in various ways. Objects can be held on screen for specific times
(20 seconds) or paused on screen until another event occurs such as the end of a sound
segment. In these cases, timing properties are assigned to the objects themselves. More
complex synchronization is done on timelines. Media objects are placed on the timeline to
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play for a specified number of frames. In similar fashion, an animation can be synchronized
to a sound track by placing each on a different layer of a common sequence of frames.

Variations in computer processor speeds, access times for storage devices such as
hard drives or optical discs, and network transmission rates make synchronization par-
ticularly important for multimedia developers. Dynamic data such as video places high
demands on computer systems. Less powerful, slower systems often cannot process
the information rapidly enough to maintain smooth motion and consistent sound. An
animation with a high frame rate created on a fast processor may slow to a crawl on less
capable systems or not play at all. To ensure adequate performance on different systems,
authoring applications optimized for dynamic media often have options to synchronize
media automatically. Timing controls can be applied to various media components or
the final project may be defined with parameters to drop out images to keep up with
sound playback.

Establishing Navigation Structure

Authoring tools are also used to determine the order in which content is presented to the
user, which is known as playback. Playback is determined by navigation structure. There
are four basic navigation structures: linear, hierarchical, networked, and conditional.

The simplest form of navigation is linear or sequential. Screens are viewed one after
the other, much like the pages of a book. Linear navigation is appropriate whenever
information is best presented as an unvarying sequence, such as a recipe for baking a
cake. Some authoring applications, such as PowerPoint, are particularly well suited to
linear navigation. While other navigational structures can be created in PowerPoint, the
normal flow of information is from one slide to the next as a user clicks a mouse.

A second navigation structure is hierarchical. Navigation starts at the top with the
most general topic and filters down to more specific options. Authoring software is used
to structure menu options or create other forms of hierarchical navigation such as image
maps. An image map is a graphic with “hot spots” where a user can click to navigate
to a particular topic. For example, a state tourist map might include the counties as
hotspots. Clicking on a particular county leads to a description of tourist attractions in
that region.

Networked is the third common navigational structure. A networked structure allows
users to explore more freely by replacing sequences or hierarchies with a variety of user
options. One common form of a networked structure is the hyperlink. Hyperlinks are
connections between two data items, for instance, between the title of a painting and a
photo of the painting. A single website may be organized in a hierarchical structure of
web pages by the author, but the hyperlinks within each page can send the user on a
“web” of exploration with no prescribed path (Figure 10.5).

Finally, navigation structures may be conditional. Access to information is contingent
on the user's responses or progress in the application. A specific project may require that
certain conditions be met before the user proceeds to the next step. A multimedia tuto-
rial on video editing, for example, may prevent users from jumping to the last chapter if
they haven’t completed the previous sections. In these cases, programming code speci-
fies conditional navigation.
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Networked Navigation

Linear Navigation \ /

4 Hierarchical Navigation

Yo b b

Figure 10.5 Navigation structures.

Navigation control is an important consideration for developers. It governs how the
content is structured and controls the playback sequence. Multimedia developers plan
navigation structures as part of the design process and they choose authoring applica-
tions based in part on how well they support navigation.

Programming

All authoring applications can create basic navigation structures as well as other simple
interactions, such as playing a sound or video. Applications such as PowerPoint use a
series of dialogue boxes to specify the actions of screen buttons, add hyperlinked terms,
and create simple forms of animation.

These simple interactions are adequate for basic multimedia presentations but more
complex projects require more flexibility and control. Projects with extensive interactiv-
ity, such as tutorials and games, or customized routines, such as a calculator or a stop-
watch, require authoring applications with programming capability.

Programming in authoring applications is either script or icon based. A script is a
series of commands specifying the properties or behavior of a specific elementin a mul-
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The second approach to playing the application embeds or bundles a player directly
in the multimedia project. In this case, the player is no longer separate; it becomes part
of the application file. This increases application file size, but it has the advantage of
producing a stand-alone file for easy distribution. PowerPoint includes a “Package for
CD" feature that embeds the PowerPoint Viewer into the presentation. Users do not have
to own PowerPoint to view the file nor do they need a separate player, the application
stands alone. Similarly, a project created in Flash may be published as a stand-alone pro-
jector file. This embeds the Flash Player, producing an application that will play without
the use of a browser.

10.3 Choosing an Authoring Application

No single authoring tool is suitable for all multimedia projects. Multimedia developers
select authoring applications by matching the requirements of specific projects to the
features available in a given authoring product. The following guidelines identify some
of the major considerations in this process.

1. Consider the subject. Is the content mainly static (not changing over time, such
as photos or text) or dynamic (sound, animation, video)? Card-based applications
will be easier to use and very effective for most static content. Dynamic media may
require timeline-based applications.

Will the content require specialized features? If so, these should be directly
matched to capabilities of the authoring application. For instance:

m Capturing, storing, and retrieving user responses.
® Extensive hyperlinks.
m External database support.

2. Consider the media. Are the file formats of the graphics, audio, animations, and
video for the project directly supported in the authoring application? If not, can
they be readily converted?

3. Consider delivery. Where will the application be used?

® Desktop applications are often delivered on CD-ROMs or DVD-ROMs with high
storage capacities. This permits ready delivery of large, media-rich projects
developed in applications such as Director.
m Network delivery often requires applications optimized for small file sizes, such
as Flash.
4. Consider maintenance.

= |s the application widely used and supported? If so, expertise is more likely to
be available for future revision.

= Will the project require frequent updates? If so, choose an application that sim-
plifies this process.

m Some applications store individual media once, referencing each with an alias
for repeated use. Changing an element such as a logo may mean simply replac-
ing one graphic with a new one—all the references to that one image are auto-
matically updated.



Review Questions

= Some applications can import external files at the time of playback. Updating
the application may be as easy as replacing one of the files. This is particularly
useful in projects that rely on timely data such as catalogs or advertisements.

10.4 Summary

Authoring applications are used to assemble and synchronize media elements, develop
the user interface, and provide interactivity. Authoring applications are based on differ-
ent development metaphors. One readily grasped metaphor organizes the contenton a
sequence of cards, pages, or slides. An icon metaphor organizes media on a flowline, and
the timeline metaphor presents the content in a sequence of frames with multiple layers
of media elements. Authoring applications have a range of tools for importing, creat-
ing, and editing media elements. In addition, many applications support some form of
programming to control navigation, playback, and interaction with the media. Because
these applications vary in their features and uses, multimedia developers may employ
different authoring products for different projects. They make their choices by matching
project requirements to the metaphor and features of the authoring application.

Key Terms

Authoring Icon

Authoring application Icon metaphor
Background layer Icon programming
Card metaphor Image map
Conditional Linear

Database Metaphor
Debugger Networked
Flowline Player

Foreground layer Programming
Frame Script
Hierarchical Storyboard
Hyperlink Timeline metaphor

Review Questions

1. Whatis an authoring application?

2. What is the benefit of an authoring application over programming languages to
develop a project?

Whatis a metaphor?

What is the purpose of authoring metaphors?

What are the three common authoring metaphors for project development?
What are the two layers on a card?

What are the benefits of using a background layer in the card metaphor?

How does the icon metaphor organize media content?

What type of media content is most appropriate for a timeline metaphor?
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Multimedia permeates all areas of modern communication and entertainment. From
advertising and marketing to games, training, and education, multimedia is producing
new products and transforming the creation of old ones. Print publications increasingly
use the Web to distribute words and images, to add late-breaking developments, and to
more fully engage their readers with audio and video. Television uses the tools of digital
multimedia to produce traditional commercials and programming and to add new forms
of interactivity using a wide variety of websites. Few educational publishers—and virtu-
ally no marketing campaigns—ignore the potential contributions of multimedia to their
products.

This wide range of products gives rise to a variety of approaches to multimedia devel-
opment. Print publishers, filmmakers, game producers, corporate trainers, and educators
all approach their work differently. But all share common challenges and opportunities
dictated by the nature of multimedia technology. As a result, multimedia developers
share a common set of essential tasks and procedures. In this chapter, we explore the
elements of multimedia development common to the production of the majority of
advanced applications.

After completing this chapter you should understand:

® The skills and functions of the members of a typical multimedia development team:
project manager, project designer, content experts, writers, media specialists, pro-
grammers, acquisitions specialists

= The three stages of a multimedia development plan: definition, design, and produc-
tion

® The objectives and products of each stage: preliminary proposal, storyboard, func-
tional specification; media creation, interface design, prototype; alpha version, beta
version, gold master

11.1 The Development Team

Effective multimedia is developed by small groups and even by individuals, but suc-
cessful commercial products are the result of teams of professionals following a care-
fully planned development process. A team is important for two reasons. First, different
specialists are needed to produce high-quality media. A person skilled in graphics, for
example, is seldom equally skilled in sound. Second, a multimedia project is usually
shaped, and reshaped, by the interactions of team members. Multimedia development s
both interactive and iterative. It is interactive in the sense that team members often con-
tribute to the development of components outside their immediate area of expertise. It
is iterative in that further product development and testing often leads to changes to
earlier work. The best products are the result of a creative team dynamic that fosters the
sharing of ideas and a willingness to revise.

Multimedia development also requires leadership and planning. The same qualities
that can lead to exceptional results can also spell disaster without effective coordina-
tion and direction. Enthusiastic team members can easily expand content and features
well beyond the practical limits of budgets and delivery schedules. To keep the efforts
of the team on track, a systematic development plan, with clearly articulated steps and
outcomes, is also essential.
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No one team and no particular set of steps is used for all multimedia development.
Teams, and the organization of the work they do, vary by industry and even by project.
The teams that create multimedia products relating to film often include producers and
directors. Projects originating in the computer industry may include project managers
and software engineers. One project may employ several video specialists while another
makes no use of that medium at all. But nearly all development projects must tap certain
types of expertise and complete a common set of major tasks. Understanding these
tasks, and the contributions of different specialists, is essential for all members of the
multimedia team, even for the ambitious “team” of one.

11.2 Team Members

Among the essential members of a multimedia team are the project manager, the pro-
ject designer, content experts, writers, media specialists, programmers, and acquisitions
specialists.

Project Manager

Commercial multimedia productions are complex and expensive. Projects often take
many months to complete and companies take significant economic risks funding their
development. The project manager is the person with ultimate responsibility for ensur-
ing that the productis delivered with the promised features, on time, and on budget. The
project manager oversees the business aspects of multimedia development.

The work of the project manager includes:

= Contract negotiations with the client

® Hiring and evaluation of team members

m Creating and monitoring a production schedule

= Budgeting

® Monitoring client review and approval

® Coordinating testing and revision

® Ensuring product delivery

® Overseeing product documentation and the archiving of project materials

Successful project managers have an understanding of the multimedia market and
current technologies. They are well organized, focused, and task oriented.

Project Designer

The project designer is responsible for the overall structure of the product’s content and
for the look, feel, and functionality of the user interface. The designer must understand
the ways in which each of the media can most effectively convey project content. Above
all, the designer must understand what is new in “new media.” This includes a thorough
understanding of the strengths and weaknesses of text, graphics, sound, animation, and
video in a computer environment. The heart of new media, however, is interactivity. The
designer must be aware of the potential to engage users in novel ways by shifting the
focus from the project’s contents to the user’s interactions with that content. Depending
on the project, interactions might include: navigation options; contextual help screens
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and audio; customizing options such as setting difficulty levels; queries, challenges, or
reinforcements tied to user performance; and immersive, virtual reality experiences.

One person may carry out project design but it may also be a shared responsibility.
In some educational and training products, for instance, instructional designers are
responsible for content structure while a graphics designer shapes the appearance of the
interface. Instructional designers are trained to identify specific educational outcomes
and strategies. They also have expertise in evaluating the results of educational products.
Graphics designers are skilled in the principles governing the creation and effective use
of graphic elements such as color, line, shape, and spatial organization.

The work of the project designer includes:

® Organizing information by topic and structuring content

m Establishing the look and feel of the product (formal, playful, etc.)
= Determining the metaphor for the user interface

= Creating the navigational structure

= Supervising the work of media specialists and writers

Content Experts

Content experts have a detailed understanding of the topic presented in the multime-
dia application. The need for content experts varies significantly with different applica-
tions. An application designed to assist diabetes patients with management of their
disease requires very specific, current, and accurate information from a specialist. A basic
business website may not require a content expert as a team member, though it will, of
course, demand careful consultation with the business owner and/or employees.

The work of the content expert includes:

® |dentifying facts, theories, procedures, processes, or other information to be
presented

® Ensuring the accuracy of all product content

m Assisting in product testing and revision

= |dentifying other specialized content experts as required

The content expert should have a thorough working knowledge of his or her spe-
cialty. This includes basic subject content as well as the latest research and sources of
additional expertise. It is helpful if the expert also has an understanding of the essentials
of multimedia technology and the ways in which it may be effectively applied to the
presentation of the topic.

Writers

The development of a multimedia product requires a variety of written documents.
Writers are the individuals responsible for producing these documents. In some cases,
the product itself is focused on writing. Multimedia children’s books, for instance,
have specific stories as their focus. Here, the writer is at the very heart of the project
and his or her creativity is central to its success. In applications that are not centered
on a written text, such as retail marketing sites or action games, writing still plays an
essential role.
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In these and other projects, writers may be called on to produce various documents:

m A product proposal for a potential client

= A detailed product specification

m Scripts for dialogue and action to guide animators, actors, or programmers
® Bug and testing reports

® Release notes and manuals

m Help screens

Writing is often the responsibility of more than one person, particularly when the
project calls for creative as well as technical writing. Multimedia writers benefit from a
knowledge of the development process. They also need an understanding of the specific
limitations and possibilities of the written word in multimedia applications.

Media Specialists: Graphics, Sound, Animation, and Video

Media specialists are responsible for the preparation of the individual elements in a
multimedia application. As members of the team, they also interact with others, sharing
ideas for product features both within and beyond their specialties.

Graphics Graphics are an important component of nearly every multimedia product.
Graphics capture the eye and the attention of the user, they establish a product’s mood,
they convey information, and they are critical guides for effective navigation and user
interactions. Multimedia graphics specialists are artists skilled in design principles and
in the most current digital technology. They understand the principles of color, line, and
image composition as well as the workings of draw, paint, and illustration software.

The graphics specialist is a required member of most multimedia production teams.
He or she may be called on to perform a variety of tasks:

® Choose the graphics software used to create the product

® Design screen layouts

m Select stock graphics from clip art, photo houses, and other sources

® Edit existing graphics

m Perform conversions between different graphics file formats

® Produce original artwork such as logos, drawings, and buttons

® Ensure consistent graphics display across different computer platforms

Sound Producing high-quality sound requires both expertise and specialized equip-
ment. The sound specialist for a multimedia project s trained in traditional sound produc-
tion and has a thorough working knowledge of the sound studio. He or she is also familiar
with the latest digital tools for creating and editing sounds of all types from narrations, to
music, to sound effects. As part of the multimedia team, this person must also understand
both the limits and potential of sound delivered via computer. The sound professional
will be the best judge of the most effective strategies for ensuring high-quality sound
within the limitations of the delivery options available. As an important contributor to the
development process, he or she also often affects design decisions by suggesting ways in
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The acquisitions specialist typically will manage all aspects of permissions for a project:

® Research availability and costs of copyright permissions for projected content
= Complete copyright agreements for selected content

® Maintain documentation of copyright permissions

m Write copyright agreements between team members and the developer

» Write copyright agreements between the client and the developer

11.3 The Development Plan

Like most creative undertakings, multimedia development is a balancing act. The flow of
ideas between team members determines the form and even “personality” of the prod-
uct but it often leads to a "blue-sky” profusion of features that must be balanced against
the need to produce a marketable product on time and on budget. The development
plan is both tightrope and safety net—it must stimulate the creative energies of the
team while also clearly defining the product and the steps that will lead to its successful
completion.

Development plans take many different forms but each must address three essen-
tial tasks: definition, design, and production. Progress markers, sometimes referred to as
rewards, are identified for each stage. Often the rewards are deliverables, documents or
elements of the application that are delivered to the client as the product takes shape.
Payment schedules are often tied to deliverables. Each stage depends on its prede-
cessors but the results of previous stages are often modified as a result of later work.
Obstacles to preparing or licensing a particular video segment, for example, may result
in a redefinition of the product. As noted previously, multimedia development is usually
iterative—earlier stages are reshaped or reformulated as development progresses.

Stage 1: Definition

Something must justify the time, energy, and other resources demanded by multimedia
development. The most important question in the development process is: “What is the
purpose of the product?” The second mostimportantis: “Why should we use multimedia
to achieve it?”

The product’s purpose is defined through its goal or goals. A product goal is not
simply a description of its features. “Produce a web-based music store with recording
samples, critics’ reviews, and videos of the latest concerts” is not a goal. “Increase sales
of Rolling Stones CDs to female purchasers aged 20 to 32 by at least 20%" is a goal. The
product goal clearly states what the application should accomplish.

Identifying the goal also involves identifying the audience. Who are the intended
users? What are their ages, genders, classes, and nationalities? What types of computing
devices and networks do they use? Both content and the way in which it is presented
need to be tailored to the user.

With goal and audience in mind, another set of questions is posed about the
application itself. What are the advantages of multimedia for accomplishing the goal?
What media elements will it require? What forms of interactivity will be provided? How
will it be delivered? Will it need to be regularly updated? What are the rough costs of
development?
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Product definition then proceeds in stages based on the results of increasingly
specific formulations. There are often three key documents in this process: preliminary
proposal, storyboard, and functional specification.

Preliminary Proposal The preliminary proposal is a short one- to three-page descrip-
tion of the proposed application. It is used to begin the process of developer-client
negotiations. The proposal lays out the plan for the project:

® |dentifies the goal

m Specifies the need and the audience

m Qutlines projected outcomes and benefits
m Briefly describes projected media content
m Describes types and uses of interactivity

® Provides a preliminary cost estimate

The preliminary proposal often includes a flowchart. A flowchart is a simple box
diagram with brief descriptions of product contents. Lines or arrows are often used to
connect these boxes to identify navigational paths. The flowchart is a broad overview,
sketch, or outline of the product. Figure 11.1 shows a sample flowchart for an application
created by the authors.

Storyboard The product is further defined through the storyboard. A storyboard is a
series of sketches of major screens. Rough drawings of media elements such as photos,
animations, or videos are sketched in. Buttons and other navigational objects such as
pull-down menus are also sketched and their functions are briefly described (Figure
11.2). Storyboards may be produced with pencil and pen, on paper or white boards, or
with a computer. General-purpose presentation programs such as PowerPoint are often
used for storyboarding. More powerful authoring applications are often appropriate for

“Fra Lippo Lippi"

Figure 11.1 A flowchart—main application elements identified (Exploring “Fra Lippo Lippi”).
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Figure 11.2 A storyboard—screen content and basic functions sketched (Exploring “Fra Lippo
Lippi").

storyboarding as well. These have the advantage of allowing developers to readily add
more advanced features to the storyboard as they further define the product.

Storyboards are very helpful in communications with clients during product defini-
tion. They make it possible to easily visualize ideas for content and features. This allows
developers to test their proposed creations with clients before committing time and
other resources. Storyboards also continue to be important during later stages because
they make it easier to communicate project goals and requirements to all members of
the development team.

Functional Specification The functional specification is a detailed description of the
elements and the performance of the multimedia product. What media components—
drawings, photos, sound segments, animation or video sequences—will be created?
What types of user interactions—navigation options, queries, suggestions, reinforce-
ments, on-line ordering—will be supported?

The functional specification is often the basis of a detailed business contract. Such
contracts are critical to the success of the development process. The novelty and poten-
tial complexity of multimedia products provide fertile ground for misunderstanding and
disappointment. Costs and delivery schedules can easily get out of hand as additions and
changes are made to the project. Both the developer and the client must understand
exactly what has been promised and the procedures to be followed if either party wishes
to change the specifications.

Stage 2: Design

The definition stage specifies what the product is to be. The objective of the design
phase is the creation of an incomplete working model of the product called a prototype.
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During product design, the first media elements are created, the interface is designed,
and these elements are combined to create the prototype.

Media Creation Media creation involves several tasks. The first is identifying required
media. A detailed listing, called a content inventory list, is developed. This document
lists each media element or “asset,” the party responsible for its creation, and whether or
notit has been completed.

The contentinventory list is important because it serves as an early reality check. Can
the required media be produced in a timely and cost-effective manner? This list will be
further refined as the design process continues and media elements are modified, elimi-
nated, or added to the product. It will also guide the work of team members during the
production phase of the project.

Other tasks in media creation include preproduction, production, and postproduction.
Preproduction is the process of preparing media for editing—scanning photos or other
graphics, digitizing an analog sound or video source, or performing file conversions. In
the production phase, the asset is edited using the software that has been selected for
that medium (Photoshop, Sound Forge, Final Cut, etc.). In postproduction, media is
edited using other software to achieve desired effects. Adobe After Effects, for example,
is often used to add animated text and special effects, such as sparkles, smoke, or fire,
to video.

Interface Design The user interface is the content of the application as the user
experiences it on screen. This includes the presentation of media elements and the
resources—buttons, menus, hints, specialized controls—that allow the user to interact
with the application. In the design stage this interface is carefully specified.

The goal of interface design is to engage the user. In linear, noninteractive products,
such as a simple information kiosk, this may simply mean holding the user's interest
and attention. In fully developed interactive applications such as games or tutorials, the
interface may need to anticipate choices, provide hints or reinforcements, or present
new interactions based on previous user responses. Whatever the application, the user
interface must present media elements and user interactions in a way that supports the
product’s goals and matches the expectations and abilities of its audience. Figure 11.3
presents one element of an interface design.

The user interface should establish an appropriate tone. The tone of the application
is determined by the style of its media elements and controls. Virtually any tone may
be created—playful, humorous, casual, formal, dignified, serious, businesslike, and so
on. Cartoon-like images, bright primary colors, and large animated buttons help to set
a playful and welcoming tone for a children’s animated story. Sounds, fonts, and video
clips would similarly be chosen to appeal to children and support the entertainment or
educational goals of the product.

1 20 40 60 B0 100 127 143

Figure 11.3 Interface design. Exploring “Fra Lippo Lippi” uses an interactive progress indica-
tor to locate the reader’s position in the poem. Grayed sections indicate progress through the
poem. Clicking on a line number jumps the user to that section.
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Discovering problems or limitations in this stage can avoid client dissatisfaction and save
many hours of development time.

Once the prototype is reviewed and tested, it also serves as an important resource in
the next phase of the multimedia project. Team members use the prototype to guide
their individual work on the production of the media and software routines needed to
complete the product.

Stage 3: Production

In the production stage, all remaining elements of the product are created and integrated
into the application (Figure 11.5). Content, media, and acquisitions specialists continue
the work of identifying, securing, creating, and editing media elements. Programmers
complete needed software routines and integrate media with the userinterface. In many
projects, designers continue to refine the interface itself. This is particularly true in highly
interactive and imaginative applications such as games, which are often significantly
redesigned, or “tweaked,” during the production stage.

Production also includes regular quality assurance testing, complete with bug reports
and documentation of corrective measures. Prerelease versions of the product are often
created to facilitate both in-house and external testing. An alpha version includes most
of the media elements but many bugs. As bugs are identified and corrected and the
remaining media elements added, a beta version is created. The beta version includes
all media butis not yet free of all bugs. Successive revisions of beta eventually produce
the complete, bug-free application, ready for distribution. This is sometimes called the
“gold master.” Production also includes the completion of several other tasks essential
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I was a baby when my mother died

And father died and left me in the street.

1 starved there, God knows how, a year or two
On fig-skins, melon-parings, rinds and shucks,
Refuse and rubbish. One fine frosty day, 85
My stomach being empty as your hat,

The wind doubled me up and down T went.
Old Aunt Lapaccia trussed me with one hand,
(1ts fellow was a stinger as I knew)

And so along the wall, over the bridge, 20
By the straight cut to the convent. Six words, there,
While 1 stood munching my first bread that month:
‘S0, boy, you're minded,” quoth the good fat father 93
Wiping his own mouth, ‘twas refection-time,—

"To quit this very miserable world?

Will you r ++ . The of bread? th ht I;
By no means! Brief, they made a monk of me,

1 did renounce the world, its pride and greed,

Palace, farm, villa, shop and banking-house,

Trash, such as these poor devils of Medici 100
Have given their hearts to—all at eight years old.
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Figure 11.5 A production screen—all media and functions complete (Exploring “Fra Lippo
Lippi”). See Color Plate 28.
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to product delivery and distribution such as the preparation of release notes, manuals,
and packaging.

Finally, many multimedia developers stress the importance of systematic archiving of
project materials as the development process is completed. Archiving is important for
several reasons: disputes may arise among the various parties in the development pro-
cess, the project may need to be revised or updated in the future, or materials for which
the developer has retained copyright may be needed for future products.

11.4 Summary

Advanced multimedia development is a team effort that is guided by a development
plan. The composition of development teams and the steps they follow vary according
to industry and project. Most multimedia development teams include a project manager,
a project designer, content experts, writers, media specialists, programmers, and acquisi-
tions specialists.

The development plan is centered on three major stages: product definition, design,
and production. The preliminary proposal, flowchart, and storyboard lead to a functional
specification defining the product. This stage often concludes with the writing of a busi-
ness contract specifying the legally binding agreements between client and developer.
In the design phase, an incomplete working model of the product called a prototype is
built. The prototype includes some completed media elements and most of the function-
ality of the proposed product. The prototype is used to test and refine the design. Testing
of the prototype may lead to revisions to the proposed product and to adjustments in
projected development schedules and costs.

The prototype is also used to guide the further development of the product in the
production phase. Production completes media development and the programming of
all product functions. This phase is often marked by preliminary releases of the product
called alpha and beta versions. Frequent testing is done, bugs are identified and cor-
rected, and the final product is created. The production phase concludes with the cre-
ation of supporting documentation such as manuals and release notes, the preparation
of packaging for product distribution, and the systematic archiving of project materials.
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Professional Responsibility and Codes of Ethics

A professional code of ethics is a statement of obligations. These obligations are directed
to individuals, to laws, to society, and to the profession itself. A code of ethics is a state-
ment of the standards and obligations that define a practitioner’s professional respon-
sibilities.

As an emerging profession, multimedia development is not yet guided by a com-
mon set of professional standards. To get a sense of the shape of a possible code of
ethics for multimedia developers, consider the Software Engineering Code of Ethics and
Professional Practice jointly developed by the Association for Computing Machinery
(ACM) and the Institute for Electrical and Electronics Engineers (IEEE). This code relates
quite directly to the work of a multimedia programmer and offers guidance to other
members of a development team as well.

The Software Engineering Code of Ethics The code is organized as eight principles
with a set of specific obligations for each. The principles are major obligations: general
courses of action that software professionals should undertake. The specific obligations
for each principle identify the ways in which they are fulfilled in the course of a profes-
sional’s daily work. Although the principles sometimes overlap, in general they suggest
that professionals have obligations in several different areas—to society at large, to the
laws that govern their practice, to clients and employers, to colleagues and subordi-
nates, and to the profession itself. The following summary identifies the principles and
highlights a number of obligations in the ACM/IEEE code that are relevant to the work of
multimedia developers. For the complete code, see Appendix C.

1. The “Public” Principle: “Software engineers shall act consistently with the public
interest.”

Professionals are obligated to consider the broader, public consequences of their
work. The code specifically notes the need to develop and approve software that
is “safe, meets specifications, passes appropriate tests, and does not diminish qual-
ity of life, diminish privacy or harm the environment.” They are also expected to
consider the ways in which physical disabilities, economic disadvantage, and other
factors might limit access to the software they develop. Finally, the code contends
that professionals should also serve the public interest by volunteering their pro-
fessional skills to public causes.

Each of these injunctions has a more or less obvious application to the work of
multimedia developers. They, too, need to consider the ways in which their prod-
ucts impact society as a whole, whether they function properly, are safe, and are
accessible to disadvantaged segments of the population.

2. The “Client and Employer” Principle: “Software engineers shall act in a manner that
is in the best interests of their client and employer, consistent with the public interest.”
In addition to their public responsibilities, professionals have specific obligations
to their clients and employers. For instance, the code requires them to

« work within their areas of competence and honestly acknowledge limitations of
experience or education,

« use the property of clients or employers only as authorized and appropriate,
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+ design, test, develop, and maintain high-quality, reliable software;
« provide accurate, clear documentation; and
« understand the environment in which their products are used.

The importance of this principle to multimedia development would be difficult to
overstate. Multimedia is directly affected by the continual evolution of digital tech-
nology and by the rapid development of new products and services. Maintaining
currency with recent developments in their respective fields is critical to the work
of all multimedia professionals.

The ACM/IEEE code effectively suggests a wide range of guidelines for the profes-
sional practice of software engineering. Many of these also apply to professional multi-
media development. The need for ethical guidance is often felt most strongly in areas in
which the profession encounters novel challenges to well-established understandings
and practices. In medicine, for instance, the development of advanced technologies to
sustain life led to a range of challenging questions about the rights of patients and the
responsibilities of physicians. New practices, procedures, and legal instruments, such as
living wills, were developed in the context of a broad public discussion with economic,
political, religious, and ethical components. Multimedia developers similarly must
respond to significant changes and challenges. Today, the creation and protection of
intellectual property, especially the many forms of creative expression covered by copy-
right, produce important challenges for multimedia developers.

Copyright is embodied in laws. Those laws create both important protections and
equally important restrictions for multimedia development. No multimedia professional
can function effectively without a basic understanding of copyright. Knowledge of copy-
right thus clearly falls under the professional injunction that developers know and follow
the laws governing their work; but a multimedia professional’s relationship to copyright
goes beyond this simple injunction. Copyrightis currently a focal pointin a major contest
between different cultural interests and values, and multimedia developers are in the
middle of the fray. The practices that they develop and follow, as well as the technologies
and products they help to create, will affect, and be affected by, a continuing copyright
debate. To understand the professional issues raised by copyright, multimedia develop-
ers must first consider its traditional formulation and the specific protections it affords
to content creators.

12.2 The Copyright Tradition: Rights, Remedies, and Exceptions

One reason that understanding copyright is important to multimedia developers is to
guard against intentional or unintentional violations of the rights of others. The relative
ease of digital editing, copying, storage, and transmission greatly increases the potential
for copyright infringement by any member of a development team. In addition, the wide
range of media that may be included in multimedia products often requires copyright
permission from many different individuals or organizations. Another reason to become
familiar with copyright is that developers need to protect their own work by retaining
rights to elements such as interface designs that may be useful on other projects. This in
turn requires that developers understand how to organize and define the work of their
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teams and consultants. Developers may also need to frame agreements with their clients
to specify copyright ownership for specific elements in a multimedia product. Each of
these activities requires an understanding of what copyright is, the protections it affords,
and how it is enforced.

Copyright Defined

Copyright is a form of legal protection given to creators of “original works of author-
ship.” The primary purpose of copyright protection is cultural advancement—people are
more likely to undertake creative work if they can enjoy the economic benefits of their
efforts.

Copyright differs from another common protection of creative effort, patents.
Copyright applies to criginal or creative expression, but not to the facts, processes, theo-
ries, or ideas that are expressed. The “Better Mousetrap” is not protected by copyright,
but the words used to describeitin trade publications and advertisements are. Patents,
on the other hand, do protect mousetraps and other inventions. A patent is a grant of
rights to the creator of an original, useful invention. The holder of a patent is given an
exclusive right to make, use, and sell their invention for a certain period of time.

U.S. copyright law protects virtually any form of original expression—literature, music,
drama, pantomimes, choreography, pictures, graphics, sculptures, motion pictures, sound
recordings, architecture, and so on. The only requirement is that the expression be in a
fixed form, a form in which it can be preserved and from which it can subsequently be
“perceived, reproduced or otherwise communicated” (U.S. Copyright Office 2007, 2). A
dance routine performed on a street corner is not protected unless itis also in a fixed form,
perhaps as a set of notations on a page, or as a video recording. But once it is fixed, origi-
nal expression is automatically protected. The work does not need to be registered and,
since 1989, no notice of copyright needs to be given. Computer programs are treated as
literary works and are also covered by copyright, although there is much discussion of the
advisability of treating them instead as inventions subject to the protections of patents.
For the multimedia developer, this broad understanding of “works of original authorship”
combined with the automatic coverage of works in fixed form means that virtually any
content created by another party is potentially covered by copyright.

Copyright Protections The owner of a copyright has five major rights:

= To reproduce the copyrighted work

® To produce derivative works (for instance, a film version of a novel)
® To distribute copies to the public (by sale, rental, lease, or lending)
= To perform the work publicly

= To display the work publicly

The creator retains these rights unless they are specifically transferred to another party.
For instance, the purchaser of a painting does not own the right to reproduce it as a
postcard unless the right to produce derivative works has been transferred to the new
owner. Agreements with content providers should specify the rights being transferred.
Similarly, client contracts should specify the rights to any multimedia content, such as
screen designs, that the developer wishes to retain.
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resources are likely to be regarded as works for hire. In these cases, an employer may own
the copyright for works created by an employee. As in determining fair use, however, there
are many ambiguities and uncertainties involved in identifying works for hire. Developers
and their employees will be well served by explicit, written agreements detailing copyright
ownership for the content workers produce.

Copyright laws seek to define and balance interests, rights, and obligations among
individuals and between individuals and society at large. Fair use, for instance, seeks a
balance between the property rights of individual creators and the interests of society in
an open press and unfettered education. This balancing process has always been fluid
and, at its borders, marked by uncertainty. Rather than being a set of specific directives
etched in stone, copyright law is, instead, a set of general principles whose application
to specific cases ranges from clear and definite to highly debatable and uncertain. For
instance, how much of a work can a journalist quote in a book review?

A few properly cited sentences clearly seem to be allowed under fair use; the whole
book clearly would not be. What about approximately 300 words from an unpublished
manuscript of some 200,000 words? The answer depends on the application of the
criteria for fair use, and here even the courts themselves may disagree. In 1979, Harper
& Row Publishers entered into an agreement with Time magazine that allowed Time
to publish portions of President Gerald Ford's memoirs. The memoirs were soon to
be released in book form by Harper & Row. Prior to Time's publication, another maga-
zine, The Nation, surreptitiously acquired a copy of Ford’s manuscript and published
an article that used approximately 300 words directly from that source. Following
this “scoop” by The Nation, Time refused to make its final payment to Harper & Row,
which then brought suit against The Nation for copyright infringement. A lower court
originally found in favor of Harper & Row, but on appeal this decision was reversed: the
appeals court ruled that The Nation’s publication of quotations from Ford’s manuscript
was a fair use. In 1985, the Supreme Court reversed the appeals court ruling, finding
that The Nation had in fact infringed Harper & Row's copyright. In part, the court argued
that the small portion of Ford’s manuscript taken by The Nation, which dealt with his
pardon of former President Nixon, was “essentially the heart of the book” and was
therefore “qualitatively substantial” even though it was a tiny fraction of the original
source (O'Connor 1985, IV).

As this case illustrates, uncertainties in the application of copyright law have long
been a fact of life for publishers, journalists, and others. The development of digital
media has complicated matters even more.

12.3 Copyright in the Age of Digital Media

The relative ease of copying, editing, and transmitting digital media poses serious
challenges to traditional copyright protections. Copyright law developed in the age of
analog media and the rights that it established were defensible largely because of the
nature of the media itself. Paintings, books, photographs, music, and films, for instance,
are much more difficult to copy and distribute in analog form. Few individuals had the
resources to do so, and those organizations that chose to ignore copyright could be
readily identified and prosecuted. Digital versions of these media, on the other hand,



252

Chapter 12 Professional Issues in Multimedia Development

certain ways specified in a contract. Such agreements, called end user license agree-
ments (EULAs) are very common for software programs and they are becoming more
common for digital content such as electronic books. Users who casually click through
the “Agree” buttons on first use of an eBook may have, quite unknowingly, surrendered
their traditional fair use privileges. DRM can be used to protect contract rights just as it
can protect copyright.

Many applications of DRM have focused on defending the rights of content owners. In
effect, this involves using digital technology to try to solve problems created by the digi-
tal revolution itself. If a computer can be programmed to readily copy a file, it can also
be programmed to copy-protect that file or otherwise limit a user’s access. If copyrighted
digital media is readily edited and transmitted, so, too, can digital techniques be used to
permanently mark its original identity and track its subsequent uses.

The use of DRM to limit media piracy by controlling user copying and access is per-
haps the most visible and controversial area of the technology. In fact, many popular
accounts identify DRM exclusively with these controls, and some critics have quipped
that DRM really stands for Digital Restrictions Management (Sullivan 2006). Copy and
access restrictions to media have taken many forms and have often generated both con-
sumer dissatisfaction and persistent efforts to defeat the DRM safeguards. For example:

= Adobe, the developer of the popular PDF format for text documents, also markets
electronic books called eBooks; eBooks use a DRM-enabled form of PDF. Various
controls can be set through Adobe DRM to limit copying, sharing, and reading
of purchased or loaned texts. Libraries, for instance, can loan eBooks for a speci-
fied period of time. After the loan period expires, the eBooks become unreadable.
Adobe’s rationale for including DRM was the need to protect the copyright interests
of creators by forestalling mass duplication of digital copies. Critics have noted,
however, that Adobe has published eBooks that are actually in the public domain. In
these instances, DRM effectively blocks perfectly legal copying of the public domain
content in the work (at least from a copyright point of view; a license agreement
may legally prohibit this use) (Lessig 2004, 151). A Russian company, ElcomSoft,
developed software they called the Advanced eBook Processor that allowed a
user to convert eBooks into a DRM-free PDF format, thereby removing copy and
access limitations. In 2001, one of ElcomSoft’s programmers, Russian citizen Dmitry
Sklyarov, was arrested by the FBI in Las Vegas, Nevada, where he was attending a
professional conference. Sklyarov was charged with distributing a product intended
to circumvent electronic copyright protection measures. Though charges against
him were ultimately dropped, Sklyarov spent several weeks in U.S. jails and was
required to remain in the United States for several months as legal proceedings
against ElcomSoft continued.

= A form of encryption, Content Scrambling System (CSS), is used by the motion
picture industry to protect DVDs from digital piracy. CSS scrambles the contents of a
DVD, which can then be viewed only through a player licensed to use corresponding
descrambling algorithms. This frustrated both legal (for instance, copying selected
portions of a movie for discussion in film classes) and illegal uses of the medium. In
addition, it was initially not possible to view DVDs on computers running the Linux
operating system because licensed DVD players were not available for Linux. In 1999,
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Jon Lech Johansen and unidentified associates developed a program commonly
known as DeCSS that defeated CSS encryption, allowing direct access to the disc’s
digital video. Johansen was charged with violation of Norwegian economic crime laws.
He was eventually acquitted and went on to develop and post software to circumvent
Apple’s DRM, FairPlay, for online music, becoming a controversial symbol of resistance
to DRM control technology.

® Audio CDs initially had no copy protection. As technology for “ripping” CDs and trans-
ferring music to computers became commonplace, some music publishers turned
to DRM to prevent widespread copying and redistribution. One such company was
Sony BMG. In 2005, Sony began adding DRM to its music CDs to control playback on
Windows PCs. Sony’s CDs installed software to the PC, sometimes without a user’s
consent or knowledge. When Sony’s DRM was found to interfere with the operation of
some other programs and to open users’ computers to potential security breeches, a
series of legal challenges arose that included class action lawsuits and actions by indi-
vidual states alleging violations of laws banning the deployment of “spyware.” Sony's
attempts to remove the software from affected machines exacerbated the problem
when it was reported that their initial uninstall program did not remove the offend-
ing software and may have further compromised computer security. Sony ultimately
recalled all CDs on which the DRM software (XCP/MediaMax) had been installed and
offered refunds to consumers. Sony has since abandoned efforts to protectits CDs with
DRM and, as of this writing, no other major distributor is using DRM on its audio CDs.

= DRM was applied to the sale of music on the Internet. Microsoft, for instance, embed-
ded DRM in the Windows Media Audio (WMA) format used for playback of down-
loaded music on its Zune players and Windows PCs. Sony developed a proprietary
format for its music, as did Apple for the music provided through its popular iTunes
store. Apple’s DRM format, known as FairPlay, limited users’ ability to copy purchased
music to five computers, though it could be copied to an unlimited number of iPods.
In contrast to open standards such as advanced audio coding (AAC) or MP3, the pro-
prietary formats of Microsoft, Sony, Apple, and others are not interoperable: music
files that play on one device generally do not play on others. This generated consumer
dissatisfaction, spawned attempts to crack the DRM, and encouraged other vendors,
such as eMusic, to provide music in an open format. In response, seveal Internet music
providers, including Apple, eventually discontinued the use of DRM.

The application of DRM copy/access controls to digital media, as these examples sug-
gest, has often produced unhappy consumers. Such restrictions sometimes interfere with
legitimate uses of media and, worse, may degrade the performance of the user’s playback
device. It has been estimated that the presence of DRM controls creates processing over-
head that “can cut the battery life of MP3 players by 25 percent” (Center for Democracy
and Technology 2006, 20). Even in the absence of these effects, such restrictions frustrate
the expectation of flexibility in copying, editing, and remixing media that have become
hallmarks of the digital revolution. People realize that such flexibility in all forms of digital
media is possible and they resent and resist restrictions on these freedoms.

On the other hand, digital “freedoms” clearly do not imply a right to freely appropriate
copyrighted media. As copyright owners continue to press for effective ways to protect
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their property, they face a fundamental challenge:itis extremely difficult to develop and
maintain a system of DRM that is free from attack by determined “crackers.” As Apple’s
former CEO, Steve Jobs, commented in an open letter on the subject, “there are many
smart people in the world, some with a lot of time on their hands, who love to discover
[DRM] secrets and publish a way for everyone to get free (and stolen) music” (Jobs 2007).
These challenges spurred another attempt to defend traditional copyright protections,
the Digital Millennium Copyright Act.

The Digital Millennium Copyright Act

The Digital Millennium Copyright Act (DMCA) is an extension to U.S. copyright law
enacted in 1998. The act responded to rights holders’ concerns about media piracy
and also implemented provisions of the 1996 World Intellectual Property Organization
(WIPO) treaty that required revisions in the copyright laws of signatory nations, includ-
ing the United States. The DMCA contains a number of provisions that directly affect the
work of digital media professionals: it clarified the permitted copying of digital media by
libraries, archives, and educational institutions; it limited the liability of Internet service
providers (ISPs) for copyright infringement by those who use their services; it criminal-
ized the circumvention of DRM control measures even if no other violation of copyright
protections occurred; and it outlawed the creation and distribution of any “technology,
service or device” intended to circumvent a “technological measure that effectively con-
trols access to a work protected by [copyright]” even if such devices were not actually
used to violate copyright (U.S. Copyright Office 2007, 237).

The DMCA is controversial. In fact, the act is a virtual case study in the clash of tra-
ditional interests, rights, and legislation with the challenges posed by a revolutionary
technology. Stakeholders in media, such as the software, entertainment, and publishing
industries, have welcomed the law, while many librarians, researchers, and public advo-
cacy groups have opposed it (UCLA Online Institute for Cyberspace Law and Policy 2001).
The various provisions of the DMCA raise practical issues of direct concern to multimedia
developers in their daily work as well as professionally significant social and legal issues.
Among these are the following:

® Potential Abuse of Copyright Claims: ISPs have a strong incentive to immediately
remove media from websites they host as soon as a copyright holder notifies them
of an alleged violation. This is because their exemption from liability for copyright
infringement under the provisions of the DMCA depends on acting “expeditiously
to remove, or disable access to” the offending material as soon as they are notified
of a copyright infraction (U.S. Copyright Office 2007, 155). The notification process
is usually simple and no independent determination of the legitimacy of the claim is
required for the ISP to take action. This provides media creators and other owners of
copyright with a straightforward, practical way to respond to violations of their rights.
On the other hand, a website may be disabled simply because an infraction of copy-
right has been alleged, whether the allegation is true or not. Although the act also
provides for a counter-notification denying that the media is being displayed in viola-
tion of copyright, many ISPs will follow the safer course of removing disputed material.
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This opens the door to frivolous or malicious attacks on websites and other multimedia
applications where no copyright violation has actually occurred.

Fair Use: The framers of the DMCA were concerned with balancing copyright protections
with the exemptions embodied in fair use. They explicitly indicated that nothing in the
act was to affect “limitations, or defenses to copyright infringement, including fair use”
(U.S. Copyright Office 2007, 238). However, many critics have alleged that the law under-
mines legitimate fair uses of media by essentially allowing copyright holders to place an
unbreakable lock on their content. Under the DMCA, it is illegal to circumvent an elec-
tronic protection. Thus, media that otherwise could be copied for such fair use purposes
as research, criticism, or news reporting, could be rendered inaccessible through DRM.
In anticipation of this problem, the act also defined a process for granting exemptions
from the circumvention prohibition. An exemption made in 2006, for instance, permit-
ted educational libraries and media studies departments to circumvent DRM protections
of audiovisual works for educational purposes. Critics note, however, that such specific
exemptions fail to address other potentially fair uses of content that has been protected
by DRM. Fair use has always been an ambiguous area of the law and its practical mean-
ing has been determined by court decisions. DRM, enforced through the DMCA, may
effectively curtail this process of testing and revising understandings of acceptable uses
becauseit precludes the presumptive fair use in the first place. For instance, a music critic
could not make a potential fair use of a small portion of a DRM-protected song without
violating the DMCA. Thus, legitimate challenges to fair use restrictions may never make
it to court. In Free Culture, Lawrence Lessig argued that this amounts to substituting
computer code and the “judgment” of a machine for law and the reasoned analysis of a
judge (Lessig 2004, 148, 152). Further, he pointed out that DRM software, created under
the direction of media companies, may regulate users, and limit their creativity, in ways
that have nothing to do with copyright at all. He notes, for instance, limitations on the
use of eBooks by Adobe, including denying permission to copy, lend, or give away works
that are actually in the public domain (Lessig 2004, 148-153).

Research: The DMCA prohibits circumventions of the electronic protection measures
designed to prevent violations of copyright. Thus it is illegal to disable such protec-
tions even if no illegal use is actually made of the media they protect. While the law
does provide exemptions to this prohibition for research purposes, critics have argued
that those exemptions are so narrowly defined that they hamper both research and
freedom of expression. The arrest of Dmitry Sklyarov and the prosecution of ElcomSoft,
discussed previously, are often cited as instances of the chilling effects of the DMCA on
research. In a number of other cases, faculty and students have been threatened with
prosecution under DMCA for publicizing the results of their research on DRM. At least
one textbook suffered a delay in publication because of fear of prosecution under the
DMCA (Electronic Frontier Foundation 2006).

Creative Expression: As we have seen throughout our study of modern multimedia, the
digital computer has transformed the conditions of creating and using media. Easily
learned media-specific software enables individuals to readily express themselves
through text, sound, images, videos, and animations. Authoring software makes it
possible for nearly anyone to combine media and add various forms of interactivity.
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receives it is also free to sell it, effectively eliminating any monopoly control. Second,
OSl products provide access to the program code (or source code) thus making it pos-
sible for others to modify the application. Finally, an OSI license must allow others to
create derivative works, that is, other software based on the original code. These new
products, in turn, must also be subject to free redistribution. OSI licenses differ radically
from common commercial practice, which typically provides a license for individual use
only, with no rights to modify or redistribute the software. By contrast, open source mul-
timedia applications such as Gimp, Audacity, and Blender are free to download and use.
Upgrades to the software are generated through fellow programmers and redistributed
for free. The OSI community of programmers is dedicated to developing robust software
and sharing it with a wide community of users. See http://opensource.org for additional
information.

These two programs, one to support reuse of digital media, the other to foster com-
munity development and use of freely redistributed applications, address some of the
challenges of digital ownership in a networked society where bits travel fast and free.
In the spirit of second-generation DRM, Creative Commons Licensing and Open Source
Initiative programs offer new models to publish, share, and promote digital content
while at the same time respecting creative authorship.

Given the character of digital media and the capabilities of computers, the expansion
of digital rights management is nearly inevitable. Keeping up with the transformations
in the definition, uses, and protection of copyrighted media will remain an important
professional concern for multimedia developers for some time to come. The various
ways in which developers interact with the issues of copyright also illustrate key ele-
ments of professional responsibility. For instance, the “self principle” of the ACM/IEEE
code implies the need for professionals to stay informed of changes in copyright law and
practice. The “colleagues principle,” to be “fair to and supportive of,” colleagues suggests
the importance of clearly defining copyright ownership for work produced in the course
of a project. The “Product” and "Management” principles both suggest the need to seek
and properly document copyright permissions. Finally, developers’ obligations to the
profession and to the public imply a professional responsibility to increase awareness
of copyright issues affecting not only the practice of multimedia development but also
society at large.

12.5 Conclusion

This chapter examined the meaning of professional responsibility and explored a specific
issue, copyright, that is central to the work of virtually all multimedia developers. But the
range of potential professional issues extends far beyond copyright. One clear indication
of the importance of considering these issues is the attention given to multimedia devel-
opment by other professionals, individuals who, in the course of exercising their own
professional responsibilities, have directed their attention to multimedia products.

As noted at the beginning of the chapter, one way of highlighting the need to con-
sider professional issues in multimedia development is the public controversy surround-
ing video games. In the United States, both the American Psychological Association and
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the American Medical Association have issued reports on the behavioral and health
implications of video games. Psychologists and physicians have raised concerns about a
variety of health effects. These include specific physical symptoms such as epileptic sei-
zures and "musculoskeletal disorders of the upper extremities and increased metabolic
rate” (Kahn 2007, 3). More frequently, however, the concerns focus on possible psycho-
social and behavioral effects including video game overuse or addiction, social isolation,
and increased violence and aggression. Parents, religious leaders, and legislators have
raised similar issues. The development of a rating system for video games was one effect
of these widespread public concerns.

On the other hand, professionals and others have often noted the potential benefits
of video games. In addition to their role in providing entertainment and diversion, games
have been lauded for a range of other benefits. They have been used for military train-
ing, health education, and the treatment of phobias. One study found a positive effect of
game playing on the development of surgeon’s skills (Dobnik 2004); other studies have
noted the social engagement and bonding provided by multiplayer online games (Taylor
2006). Some have argued that playing violent games actually has the positive effect of
releasing tension and aggressive emotions. And many educators are convinced that the
immersive, interactive characteristics of video games hold great promise for learning
(Gee 2007; Glazer 2006).

The video game controversy, like the issues surrounding copyright, will be with us for
some time; advocates and detractors alike insist on the need for further long-term expe-
rience and study. Whatever the outcome of debates such as these, one thing is clear: the
revolutionary technologies of modern multimedia will continue to generate significant
social effects and widespread public interest. It is important that the voices of those
who are creating multimedia products be a part of the discussion. As participants in an
emerging profession, developers must define the codes of professional responsibility
that lend authority to their voices. Professional values begin with individual competence
and integrity; widen to supportive, respectful relationships with colleagues; then widen
further to include obligations to the profession itself and to the well-being of society as
a whole. The early pioneers of multimedia envisioned a world made better through a
remarkable technology. Modern multimedia developers now wield creative tools that
their predecessors could only imagine.

What kind of a world will they build?
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10.

11.

12.

13.

14.

Research and report the purpose of Creative Commons (http://creativecommons
.org/). Do you think the Creative Commons licensing program is a solution to any
of the problems that critics identify with DRM?

Adobe Photoshop provides a means to digitally watermark your image creations.
Research and report other software applications that offer the same watermark-
ing capability.

If you digitally watermark the home video you created in question 6 to showcase
your snowboarding skills, what benefits might you receive once the video is
posted on YouTube?

Some would argue that the age of copy protection for intellectual property is
over. Copyright in the digital age can’t be enforced, lacks strength, isn't respected
internationally, and restricts creativity. As a multimedia developer and creative
artist, take a position on the status of copyright law in the digital age.

Research and develop a position on a social issue that you think multimedia
developers will need to address to secure the future of their work. Relate your
position to the code of ethics presented in this chapter and Appendix C and to
current developments in multimedia applications.



N Appendix B

The Scanning
Process

Scanning typically involves six major steps: selecting the part of the image to be
scanned, setting color mode, setting spatial resolution, specifying output dimen-
sions, making adjustments to image quality, and executing the scan.

Step 1: Selecting the Image Area

Scanning software includes a preview mode in which the scanner makes a rapid
pass over the image and creates a low-resolution preview. Once the preview is on
screen, the user outlines the area to be scanned by dragging a rectangle around
it. This is the only part of the image that will be captured when the scan command
is given.

Step 2: Select Color Mode

Color mode is the type of image to be produced. Typical options are line art or
black and white bitmap, grayscale, and color. Selecting a color mode sets the
color resolution of the image (the number of bits assigned to each pixel). Line
art images use 1 bit; grayscale images use 8 bits. The bit depth available in color
mode varies with the capability of the scanner (24, 30, 42, or 48 bit, for instance).

The flatbed scanner is the type most often used in multimedia production.
These are similar to copy machines. Images or objects are placed on a glass
surface. A light and scan head move beneath the glass and the reflected light
produces the different voltages used to encode the image as a digital file. Flatbed
scanners often include adapters to capture transparent media such as 35mm
slides. Additional scanner software settings include:

® Exposure adjustments to reduce shadows or introduce highlights.
® Halftone patterns to apply to line artimages. As in traditional printing, comput-
ers create line art images through different combinations of black and white
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dots. Differentimage effects can be achieved with different patterns (fine dots, vertical
lines, horizontal lines, diffused patterns, etc.).

m Descreening is an image adjustment that compensates for scans that pick up the
linescreen pattern of a printed image. The interaction of the scanner and the original
linescreen may produce a wavy or rippled effect sometimes called a moiré pattern.

Step 3: Set Spatial Resolution

Spatial resolution is the number of pixels that will be created for each square inch of the
image (ppi). This is usually called resolution in scanning software.

In general, resolution should be set to match the intended output device. Images to
be displayed on monitors might be setto 72 ppi, whereas a resolution of 300 ppi or more
would be used for printing.

Step 4: Set Output Dimensions (Scaling)

Scanning software allows users to scale the output dimensions of images to produce
either larger or smaller versions of the original. Scaling is important because an enlarge-
ment made at the time an image is scanned is usually better than one made after scan-
ning. In effect, the scanner can do better enlargements because it has the original image
at hand. Trying to enlarge the image after a scan will either spread the existing pixels or
require resampling, a process in which the editing software interpolates values for new
pixels. Either approach can significantly distort the image.

Step 5: Make Image Adjustments

A variety of image adjustments are usually available. These include position changes
(rotate right, rotate left, mirror), sharpening, changing color ranges, adjusting exposure,
setting different halftone patterns, and descreening. Sharpening accentuates divisions
between different colors and helps to reduce the blurriness of scanned images. Use
sharpening with care; too much sharpening distorts images. Changing color ranges
allows users to shift the amounts of particular colors in the image. These shifts are some-
times used to correct defects in the original (for instance, a yellowed photo) or for artistic
effect.

Step 6: The Scan

Once the selection, color mode, resolution, output dimensions, and adjustments have
been determined, the image is ready to be scanned. Giving the scan command causes
the scanner to make a much slower pass or, in some models, a series of passes over the
selected area to create the higher-resolution final image.

This step often includes options for the destination of the final scan—scan to an open
application, to a particular location on the hard drive, or to CD, for instance.



Scanning Tips

Scanning Tips
The following suggestions can improve the efficiency and effectiveness of scanning.

m Clean the glass. Dust produces speckles on scanned images.

® Use high-quality originals. Store originals carefully.

m Scan at the highest spatial resolution you will need (for instance, 300 ppi for printing).
Bitmapped images can be reduced in size (downsampled) without loss of quality, but
adding pixels (upsampling) will degrade the image.

® To produce a largerimage than the original, scale during scanning. The scanner will do
a better job enlarging an image than an image-editing program can do later.

® Avoid grayscale scanning of line art and printed grayscale images. The crisp edges of
line art are often blurred by grayscale scanning. Printed grayscales, unlike black and
white photos, are not contone images. They are actually halftones, made up of pure
black and white dots. They, too, can be blurred in grayscale mode.

= Avoid enlargements of line art and printed grayscale images. Unlike a contone image,
line art and printed grayscales do not have continuous areas of color to sample—
enlarging increases the distances between individual lines and dots, degrading the
image.

® Save and organize files of original image scans. These will contain the greatest amount
of information for later editing.
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Software Engineering
Code of Ethics and
Professional

Practice

“This code may be republished without permission as long as itis not changed in
any way and it carries the copyright notice.”
Software Engineering Code of Ethics and Professional Practice, copyright © 1999 by the

Institute of Electrical and Electronics Engineers, Inc., and the Association for Computing
Machinery, Inc.

http://www.acm.org/about/se-code

Short Version: Preamble

The short version of the code summarizes aspirations at a high level of abstrac-
tion. The clauses that are included in the full version give examples and details of
how these aspirations change the way we act as software engineering profession-
als. Without the aspirations, the details can become legalistic and tedious; with-
out the details, the aspirations can become high-sounding but empty; together,
the aspirations and the details form a cohesive code.

Software engineers shall commit themselves to making the analysis, specifica-
tion, design, development, testing, and maintenance of software a beneficial and
respected profession. In accordance with their commitment to the health, safety,
and welfare of the public, software engineers shall adhere to the following eight
Principles:

1. Public. Software engineers shall act consistently with the public interest.

2. Clientand employer. Software engineers shall act in a manner thatis in the
best interests of their client and employer, consistent with the public inter-
est.

3. Product. Software engineers shall ensure that their products and related
modifications meet the highest professional standards possible.
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4. Judgment. Software engineers shall maintain integrity and independence in their
professional judgment.

5. Management. Software engineering managers and leaders shall subscribe to and
promote an ethical approach to the management of software development and
maintenance.

6. Profession. Software engineers shall advance the integrity and reputation of the
profession consistent with the public interest.

7. Colleagues. Software engineers shall be fair to and supportive of their colleagues.

8. Self. Software engineers shall participate in lifelong learning regarding the prac-
tice of their profession and shall promote an ethical approach to the practice of the
profession.

Full Version: Preamble

Computers have a central and growing rolein commerce, industry, government, medicine,
education, entertainment, and society at large. Software engineers are those who contrib-
ute, by direct participation or by teaching, to the analysis, specification, design, develop-
ment, certification, maintenance, and testing of software systems. Because of their roles
in developing software systems, software engineers have significant opportunities to do
good or cause harm, to enable others to do good or cause harm, or to influence others
to do good or cause harm. To ensure, as much as possible, that their efforts will be used
for good, software engineers must commit themselves to making software engineering a
beneficial and respected profession. In accordance with that commitment, software engi-
neers shall adhere to the following Code of Ethics and Professional Practice.

The Code contains eight Principles related to the behavior of and decisions made by
professional software engineers, including practitioners, educators, managers, supervi-
sors, and policy makers, as well as trainees and students of the profession. The Principles
identify the ethically responsible relationships in which individuals, groups, and organi-
zations participate and the primary obligations within these relationships. The Clauses of
each Principle are illustrations of some of the obligations included in these relationships.
These obligations are founded in the software engineer’'s humanity, in special care owed
to people affected by the work of software engineers, and in the unique elements of the
practice of software engineering. The Code prescribes these as obligations of anyone
claiming to be or aspiring to be a software engineer.

It is not intended that the individual parts of the Code be used in isolation to justify
errors of omission or commission. The list of Principles and Clauses is not exhaustive.
The Clauses should not be read as separating the acceptable from the unacceptable in
professional conductin all practical situations. The Code is not a simple ethical algorithm
that generates ethical decisions. In some situations, standards may be in tension with
each other or with standards from other sources. These situations require the software
engineer to use ethical judgment to actin a manner that is most consistent with the spirit
of the Code of Ethics and Professional Practice, given the circumstances.

Ethical tensions can best be addressed by thoughtful consideration of fundamental
principles, rather than blind reliance on detailed regulations. These Principles should



Principles

influence software engineers to consider broadly who is affected by their work; to
examine if they and their colleagues are treating other human beings with due respect;
to consider how the public, if reasonably well informed, would view their decisions; to
analyze how the least empowered will be affected by their decisions; and to consider
whether their acts would be judged worthy of the ideal professional working as a soft-
ware engineer. In all these judgments concern for the health, safety and welfare of the
public is primary; that is, the “Public Interest” is central to this Code.

The dynamic and demanding context of software engineering requires a code that is
adaptable and relevant to new situations as they occur. However, even in this generality,
the Code provides support for software engineers and managers of software engineers
who need to take positive action in a specific case by documenting the ethical stance
of the profession. The Code provides an ethical foundation to which individuals within
teams and the team as a whole can appeal. The Code helps to define those actions that
are ethically improper to request of a software engineer or teams of software engineers.

The Code is not simply for adjudicating the nature of questionable acts; it also has an
important educational function. As this Code expresses the consensus of the profession
on ethical issues, it is a means to educate both the public and aspiring professionals
about the ethical obligations of all software engineers.

Principles

Principle 1: Public

Software engineers shall act consistently with the public interest. In particular, software
engineers shall, as appropriate:

1.01. Accept full responsibility for their own work.

1.02. Moderate the interests of the software engineer, the employer, the client, and the
users with the public good.

1.03. Approve software only if they have a well-founded belief that it is safe, meets spec-
ifications, passes appropriate tests, and does not diminish quality of life, diminish
privacy, or harm the environment. The ultimate effect of the work should be to the
public good.

1.04. Disclose to appropriate persons or authorities any actual or potential danger to
the user, the public, or the environment, that they reasonably believe to be associ-
ated with software or related documents.

1.05. Cooperate in efforts to address matters of grave public concern caused by soft-
ware, its installation, maintenance, support, or documentation.

1.06. Be fair and avoid deception in all statements, particularly public ones, concerning
software or related documents, methods, and tools.

1.07. Considerissues of physical disabilities, allocation of resources, economic disadvan-
tage, and other factors that can diminish access to the benefits of software.

1.08. Beencouraged to volunteer professional skills to good causes and to contribute to
public education concerning the discipline.
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Principle 2: Client and Employer

Software engineers shall act in a manner that is in the best interests of their client and
employer, consistent with the public interest. In particular, software engineers shall, as
appropriate:

2.01.

2.02.

2.03.

2.04.

2.05.

2.06.

2.07.

2.08.

2.09.

Provide service in their areas of competence, being honest and forthright about
any limitations of their experience and education.

Not knowingly use software that is obtained or retained either illegally or unethi-
cally.

Use the property of a client or employer only in ways properly authorized, and
with the client’s or employer's knowledge and consent.

Ensure that any document upon which they rely has been approved, when
required, by someone authorized to approve it.

Keep private any confidential information gained in their professional work, where
such confidentiality is consistent with the public interest and consistent with the
law.

Identify, document, collect evidence, and report to the client or the employer
promptly if, in their opinion, a project is likely to fail, to prove too expensive, to
violate intellectual property law, or otherwise to be problematic.

Identify, document, and report significant issues of social concern, of which they
are aware, in software or related documents, to the employer or the client.

Accept no outside work detrimental to the work they perform for their primary
employer.
Promote no interest adverse to their employer or client, unless a higher ethical

concern is being compromised; in that case, inform the employer or another
appropriate authority of the ethical concern.

Principle 3: Product

Software engineers shall ensure that their products and related modifications meet
the highest professional standards possible. In particular, software engineers shall, as
appropriate:

3.01.

3.02.

3.03.

3.04.

Strive for high quality, acceptable cost, and a reasonable schedule, ensuring sig-
nificant tradeoffs are clear to and accepted by the employer and the client, and are
available for consideration by the user and the public.

Ensure proper and achievable goals and objectives for any project on which they
work or propose.

Identify, define, and address ethical, economic, cultural, legal, and environmental
issues related to work projects.

Ensure that they are qualified for any project on which they work or propose to
work, by an appropriate combination of education, training, and experience.
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Principle 5: Management

Software engineering managers and leaders shall subscribe to and promote an ethical
approach to the management of software development and maintenance. In particular,
those managing or leading software engineers shall, as appropriate:

5.01. Ensure good management for any project on which they work, including effective
procedures for promotion of quality and reduction of risk.

5.02. Ensure that software engineers are informed of standards before being held
to them.

5.03. Ensure that software engineers know the employer’s policies and procedures for
protecting passwords, files, and information that is confidential to the employer or
confidential to others.

5.04. Assign work only after taking into account appropriate contributions of education
and experience tempered with a desire to further that education and experience.

5.05. Ensure realistic quantitative estimates of cost, scheduling, personnel, quality, and
outcomes on any project on which they work or propose to work, and provide an
uncertainty assessment of these estimates.

5.06. Attract potential software engineers only by full and accurate description of the
conditions of employment.

5.07. Offer fair and just remuneration.

5.08. Not unjustly prevent someone from taking a position for which that person is suit-
ably qualified.

5.09. Ensure that there is a fair agreement concerning ownership of any software, pro-
cesses, research, writing, or other intellectual property to which a software engi-
neer has contributed.

5.10. Provide for due process in hearing charges of violation of an employer’s policy or
of this Code.

5.11. Not ask a software engineer to do anything inconsistent with this Code.

5.12. Not punish anyone for expressing ethical concerns about a project.

Principle 6: Profession

Software engineers shall advance the integrity and reputation of the profession consis-
tent with the public interest. In particular, software engineers shall, as appropriate:

6.01. Help develop an organizational environment favorable to acting ethically.

6.02. Promote public knowledge of software engineering.

6.03. Extend software engineering knowledge by appropriate participation in profes-
sional organizations, meetings, and publications.

6.04. Support, as members of a profession, other software engineers striving to follow
this Code.



6.05.

6.06.

6.07.

6.08.

6.09.

6.10.

6.11.

6.12.

6.13.

Principles

Not promote their own interest at the expense of the profession, client, or
employer.

Obey all laws governing their work, unless, in exceptional circumstances, such
compliance is inconsistent with the public interest.

Be accurate in stating the characteristics of software on which they work, avoid-
ing not only false claims but also claims that might reasonably be supposed to be
speculative, vacuous, deceptive, misleading, or doubtful.

Take responsibility for detecting, correcting, and reporting errors in software and
associated documents on which they work.

Ensure that clients, employers, and supervisors know of the software engineer’s
commitment to this Code of Ethics, and the subsequent ramifications of such
commitment.

Avoid associations with businesses and organizations which are in conflict with
this Code.

Recognize that violations of this Code are inconsistent with being a professional
software engineer.

Express concerns to the people involved when significant violations of this Code
are detected unless this is impossible, counterproductive, or dangerous.

Report significant violations of this Code to appropriate authorities when it is clear
that consultation with people involved in these significant violations isimpossible,
counterproductive, or dangerous.

Principle 7: Colleagues

Software engineers shall be fair to and supportive of their colleagues. In particular, soft-
ware engineers shall, as appropriate:

7.01.
7.02.
7.03.
7.04.

7.05.
7.06.

7.07.

7.08.

Encourage colleagues to adhere to this Code.

Assist colleagues in professional development.

Credit fully the work of others and refrain from taking undue credit.

Review the work of others in an objective, candid, and properly documented
way.

Give a fair hearing to the opinions, concerns, or complaints of a colleague.

Assist colleagues in being fully aware of current standard work practices includ-
ing policies and procedures for protecting passwords, files, and other confidential
information, and security measures in general.

Not unfairly intervene in the career of any colleague; however, concern for the
employer, the client, or public interest may compel software engineers, in good
faith, to question the competence of a colleague.

In situations outside of their own areas of competence, call upon the opinions of
other professionals who have competence in those areas.
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Appendix C Software Engineering Code of Ethics and Professional Practice

Principle 8: Self

Software engineers shall participate in lifelong learning regarding the practice of their
profession and shall promote an ethical approach to the practice of the profession. In
particular, software engineers shall continually endeavor to:

8.01.

8.02.

8.03.

8.04.

8.05.

8.06.

8.07.
8.08.
8.09.

Further their knowledge of developments in the analysis, specification, design,
development, maintenance, and testing of software and related documents,
together with the management of the development process.

Improve their ability to create safe, reliable, and useful quality software at reason-
able cost and within a reasonable time.

Improve their ability to produce accurate, informative, and well-written
documentation.

Improve their understanding of the software and related documents on which
they work and of the environment in which they will be used.

Improve their knowledge of relevant standards and the law governing the soft-
ware and related documents on which they work.

Improve their knowledge of this Code, its interpretation, and its application to
their work.

Not give unfair treatment to anyone because of any irrelevant prejudices.
Not influence others to undertake any action that involves a breach of this Code.

Recognize that personal violations of this Code are inconsistent with being a pro-
fessional software engineer.
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Appendix D Digital Multimedia and Analog Video

frame. The CRTs (cathode ray tubes) used in most analog television sets create images
by using an electron gun to sweep lines of differently colored phosphorus dots, causing
them to glow in a particular pattern. The NTSC established the rate at which the screen is
scanned at 60 Hz, or 60 times per second. This took advantage of the cycle rate (60 cycles
per second) of the alternating current used in the United States.

The scanning method used in NTSC video is known as interlacing. An interlaced scan is
one in which alternating lines of the image are produced in each scanning pass. The
electron gun first sweeps across the odd-numbered lines and then returns to sweep the
even-numbered lines in a second pass. Each pass produces a partial image called a field.
The two fields are produced very rapidly and blend together to present the completed
image, called a frame. Scanning each of the two fields in one-sixtieth of a second pro-
duces a frame rate of 30 frames per second (fps).

The NTSC standard also provided for overscanning. Overscanning is the process of
transmitting a larger image than will appear on the screen of the TV. This ensures that

the transmitted image will completely fill the television screen. As

The current frame rate for NTSC video is a result, the maximum visible resolution of an NTSC TV screen is
actually 29.97 fps. This slight departure from | reduced from 525 to 484 lines.

30 fps was made when color information was
added to the original black and white signal.

To broadcast color television images, NTSC uses a composite
signal. A composite color signal is a mixture of two other signals,

one of which represents luminance and the other chrominance.
Luminance is the amount of brightness, or white, in an image. Chrominance is color hue.
Composite color is inexpensive to create and transmit. This technique also made it pos-
sible to continue using black and white TVs after color television was introduced. Older
sets continued to use the luminance information while ignoring chrominance. (The addi-
tion of color to the NTSC also led to the slight change in frame rate to 29.97 fps.)
Although NTSC color TV is broadcast as a composite signal, it is displayed on a TV
screen using a different color model. TV displays, like computer monitors, use the RGB
(Red, Green, Blue) color model. Each pixel of the image is colored by blending different
proportions of red, green, or blue light. RGB is component color: each color componentis
represented separately. RGB can produce a virtually unlimited

The limited range and purity of NTSC color range of very pure colors. In order to produce RGB color on a

has led critics to quip that the acronym
actually stands for Never The Same Color.

screen, a television must first translate the composite color infor-

mation of the broadcast signal to component RGB mode. The com-
posite signal cannot record color as precisely as component color,
however. As a result, NTSC color displayed on TVs lacks the range and purity of full RGB
color as displayed on a computer monitor.

All analog video broadcasts in the United States used NTSC composite color. The
original production of video, however, was done in other formats and most of these
made use of component color. This allowed producers to create and edit images with
the superior color range and fidelity of the RGB format.

Other Analog Video Broadcast Standards

While NTSC was used in most of North America, otherincompatible analog TV standards
have been used elsewhere in the world. The two major competitors are PAL (phase alter-
nate line) and SECAM (séquential couleur avec mémoire). PAL was used in England and
much of Europe. SECAM was found in a number of countries including France and Russia.



Delivery of Digital Multimedia on Analog Displays

These standards are also interlaced but they use different scan rates (50 Hz), frame rates
(25 fps), and screen resolutions (625 lines). Video produced for one format cannot be
played on devices intended for another format. This means that NTSC videotapes cannot
be played in Europe, and European video productions cannot be played in the United
States, without specialized VCRs.

VCRs, Camcorders, and Videotape Standards

The development of VCRs and video camcorders in the 1980s provided another mode
of creating and distributing analog video. VCRs use a variety of tape formats, the most
important of which are VHS, S-VHS, 8mm, and Hi8. There is limited compatibility between
these formats: S-VHS decks can also play VHS tapes, and Hi8 decks can play 8mm tapes,
but no other combinations are possible.

® VHS: The first widely adopted format was VHS. The VHS format has a relatively low
resolution of 240 lines. It can support Hi-Fi audio but it uses composite color. As a
result, the overall quality of VHS video is slightly lower than analog TV broadcasts.

® S-VHS:Introduced in 1987 by JVC, S-VHS was an improvement on VHS. S-VHS increased
resolution to 400 lines. It also improved color quality by maintaining separate lumi-
nance and chrominance signals, rather than mixing the two types of information as
in composite color. This is a variant of component color known as Y/C (for luminance/
chrominance). Y/C color is also called pseudocomponent because it is not as precise as
RGB color. It does represent a significantimprovement over composite color, however.
S-VHS is an improvement over NTSC broadcast video.

= 8mm: The 8mm format was a smaller tape that made possible more compact, light-
weight video cameras. It supported a screen resolution of 230 lines and provided near-
CD-quality sound.

m Hi8: Hi8 improved the resolution and color of 8mm in ways similar to the improve-
ments of S-VHS over VHS. Resolution increased to 400 lines and Y/C component color
was added.

S-VHS and Hi8 offer significant advantages as source media for digital conversion
because of their superior resolution and color quality. None of these formats compares
very favorably, however, with the expensive broadcast quality video used for TV produc-
tion. These provide full RGB component color and resolutions of approximately 1000
lines.

Delivery of Digital Multimedia on Analog Displays

Developers who need to deliver applications on analog devices face a number of chal-
lenges. To understand these, we need to turn first to the differences between the display
devices used by computers and analog TVs.

First, one important difference is that analog TVs use interlaced scanning to produce
a single frame from two separate fields. Computer monitors use progressive scanning.
Progressive scanning reproduces each line of the image in a single pass. Second, ana-
log TVs overscan and computer monitors underscan. Overscanning transmits a larger
image to the screen than it can display. This clips off portions of the original image and
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Making Digital Video from Analog Video

Analog video is converted to a digital format by the sampling techniques familiar from
graphics and sound. The ocutput from a VCR or laserdisc player is connected to a digi-
tizing board that samples the signals and records the value of each sample. Digitizing
boards are often installed in computers as add-on cards. They may also be connected as
an external device.

Digitizing boards contain ADCs, analog-to-digital converters. These devices sample
the electrical currents produced by playing the analog source and store the resulting
voltage levels as digital values. In much the same manner, ADCs are also used to capture
the audio content of analog video. Measurements of the voltages that produce sound
are taken and stored as digital values. Many digital video cameras can also digitize ana-
log video. A VCR or laserdisc player is connected to the camera’s analog input port and
played while the camera is in record mode. This samples the analog video and stores the
resulting digital file on the camera’s tape, disc, hard drive, or memory card.

The quality of digitized video depends on several factors. First and foremost is the
quality of the analog source video. Analog media is subject to generation decay: when
a copy is made from a previous copy, quality declines. Original analog recordings are
always preferable to copies. The state of physical preservation of analog media is also a
factor. Analog laserdiscs may delaminate or become scratched. Tape is subject both to
loss of the iron oxide layer that encodes data magnetically and to developing a sticky
surface that interferes with playback. The format of the analog source video and the
method used to connect the analog playback device to the digitizing device are also
important. S-VHS and Hi8 support higher resolutions and Y/C color and can produce bet-
ter digital video than their lower-resolution composite counterparts. These advantages
can be easily lost, however, if proper cabling is not used. S-VHS and Hi8 devices typically
provide output options for both composite and Y/C color. Common composite connec-
tors include coaxial cable and RCA jacks. The output from either of these mixes the Y/C
signal into a composite signal, just asin NTSC broadcast or the lower-quality VHS or 8mm
formats. To maintain the advantage of Y/C color, a special 5-Video cable that transmits
luminance and chrominance information through separate wires must be used. S-Video
connectors are provided on S-VHS and Hi8 devices and on most digitizing devices.
Finally, the quality of the digitizing devices used and the choices made for digitizing for-
mats also affect quality. For instance, earlier digital formats such as 8-bit D1 provide less
colordefinition than later 10-bit formats such as D5. Consideration must also be given to
whether a format is supported by the developer’s editing software.

The rich store of analog video, from news reports and documentaries, to TV dramas,
sitcoms, concerts, sporting events, and more, makes it likely that conversion of analog
to digital video will continue to play a role in multimedia development for some time to
come. Understanding the differences among various analog formats and the range of
choices in the digitization process will help to ensure higher-quality digital conversions.
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3-D imaging program: Software used to model 3-D objects, define surfaces,
compose scenes, and render a completed image.

8mm: An analog tape format used in lightweight video cameras that supports a
screen resolution of 230 lines.

AAC (advanced audio coding): The successor to MP3 specified in the MPEG4
standard. AAC produces better sound quality than MP3 at comparable bit rates.

Access point: A central transmitter and receiver of radio signals on a wireless |

LAN.

Access time: The time to locate and load data from a disk surface. Measured in
milliseconds (ms), access time includes the seek time (moving the arm over the
appropriate track) and rotational delay (the time to spin the disk under the read/
write head to the correct sector location).

Acquisitions specialist: A member of a multimedia team who secures appropri-
ate permissions to use copyright-protected contentin a project.

Active matrix: A type of LCD display in which a single transistor controls each
liquid crystal cell to produce a faster display rate on the screen. Also called TFTs
(thin film transistors).

Adaptive indexing: The process of selecting colors in an indexed color palette
based on an analysis of the dominant colors in an image.

Adaptive multimedia: A form of multimedia that embodies aspects of intel-
ligence and decision making.

ADC (analog-to-digital converter): An electronic device that converts an analog
data stream into digital data.
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Additive color: Color produced by combining varying amounts of differently colored
light. The color on computer monitors and television displays is additive color produced
by combining red, green, and blue light. See also subtractive color.

Address bus: Electronic pathway that carries information about memory locations
of data. Bus size, measured in bits, determines how much memory the processor can
address.

AIFF (audio interchange file format): A digital audio file format from Apple used by
Macintosh computers.

Aliasing: An inaccurate or false representation of data. As used in text, aliasing is the
appearance of ragged letter edges, especially on diagonal lines. As used in sound, alias-
ing is the false representation of a high frequency as a low frequency as the result of an
inadequate sample rate.

Alignment: In text display, the position of lines of text relative to the margins. Common
alignments include left, right, justified, and centered.

Alpha: In multimedia development, an initial test version of an application that typically
contains most media elements but may have many bugs.

Alpha tweening: Animation technique that creates theillusion of motion by altering the
color or opacity of an object from one frame to another.

ALU (arithmetic logic unit): A component of the CPU that performs mathematical and
logical calculations on data.

Amplitude: A measure of sound pressure; the amount of energy associated with the
sound. Different amplitudes are perceived as variations in loudness. See also volume.

Analog data: Data that varies continuously such as temperature, voltage, or pressure.

Analog hole: A loophole to avoid compliance with the protections on digital media.
Playing a digital file and capturing the analog signal to a recording device will circum-
vent the digital protective measures.

Animated GIF: A file of .gif images that repeat in sequential order to produce a simple
animation. A waving flag could be produced in an animated gif file format.

Animating with physics: A method of animation that specifies motions based on the
properties of objects and the laws of physics.

Animation: The technique of rapidly displaying a series of still images to produce the
appearance of motion. This illusion of motion is possible due to a phenomenon known
as persistence of vision.

Anti-aliasing: In text display, a method used to produce characters with smooth edges
by blending the color of the text with the background color of the screen or page.

Application: Software that performs a specific task, such as word processing or image
editing.

Artificial intelligence (Al): The branch of computer science that explores methods to
embody intelligence in computer software and hardware. The term was first used by
John McCarthy in 1956 at MIT. Examples of applications that use Al are computer games,
expert systems, and robotics applications.
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Ascender: The portion of a letter written above the normal text body. Letters such as h,
k, and t have ascenders.

ASCIlI (American Standard Code for Information Interchange): A code to represent
letters, symbols, and numbers in binary format. It was originally developed in 1965 as a
7-bit code for 128 characters that were compatible with all data processors. In 1981, IBM
introduced an 8-bit code with 256 unique characters for its personal computers. Today's
standard is 8-bit, known as “extended ASCIl or ASCii-8."

Aspect ratio: The relationship between width and height on a computer monitor, tele-
vision display, or movie screen. The aspect ratio of NTSC video is 4:3, whereas HDTV is
16:9.

Assembler: Software to convert abbreviated commands in assembly programming
languages to machine code. Like the language itself, assemblers are dependent on the
specific machine instruction set used by the computer.

Assembly language: A low-level programming language that uses symbolic instruc-
tion codes to define instructions for the computer to execute. The codes are machine
dependent, developed for one specific type of processor. Assembly language requires
an assembler, a program to convert the abbreviated codes to machine language for
program execution.

AU: Audio file format developed by Sun that is used on the Internet for transmission of
relatively low-quality sound files.

Authoring: The process of integrating media and creating the user interface for a mul-
timedia application.

Authoring application: Programs especially designed to facilitate the development of
multimedia products. This software supports integration of various digital media and
ability to create interactivity.

Autotracing: The process of converting a bitmapped image to a vector image by iden-
tifying image areas that can be treated as shapes. These shapes are then defined by
mathematical formulas to complete the conversion to vector format.

AVCHD (Advanced Video Coding High Definition): Digital video compression format
that can record in 1080i, 1080p, and 720p resolutions. Uses .mts and .m2ts file exten-
sions.

Background layer: In multimedia authoring, an area that holds media elements shared
across multiple screens. See also foreground layer.

Backward compatibility: The ability of more recent hardware or software to use data
from an earlier product (for example, CD discs are readable in CD-RW drives).

Bandwidth: The rate at which digital data can be transmitted over a communication
medium, or band.

Basic interactivity: User control of multimedia information through common naviga-
tion techniques like buttons, menus, navigation bars, or VCR-like controls.

Berners-Lee, Tim: The inventor of the World Wide Web.
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Beta: In multimedia development, an advanced test version of an application that usu-
ally contains all media components and few bugs.

Binary code: The coding system consisting of two digits, 0 and 1. Binary code is the
universal language of computers.

Bit: A binary digit used to encode digital data (0 or 1).
Bit depth: The number of bits used to represent a data sample.

Bitmap: A computer graphic with 1-bit color depth resulting in the possibility of two
colors, generally black and white. See also line art.

Bitmapped font: A technique for displaying text through a monitor or printer. Each
pixel of a letter is described by a binary code of one or more bits creating a bitmap of
the letter.

Bitmapped image: A graphic represented as a grid of rows and columns of dots in
memory. The value of each dot (or picture element) is stored as one or more bits of data.
The density of dots (spatial resolution) determines the sharpness of the displayed image.
The number of bits for each dot determines the color resolution for each dot.

Bitmapping: The process of defining an image as an array of individual pixels.

Block: The smallest addressable unit of CD-Audio data storage. A block consists of 58
frame units of data.

Blu-ray: An optical disc format developed for recording and playing back high-definition
(HD) video and storing large amounts of data. Dual-layer Blu-ray discs can store up to
50 GB data. The name is derived from the blue-violet laser used to record data.

Bluetooth: Standardized as 802.15, Bluetooth provides wireless networking of data and/
or voice devices in a small area (up to 30 ft). Bluetooth supports a basic data rate of 1
Mbps and is intended for wireless data exchange between a computer and local periph-
erals such as a printer, keyboard, or PDA.

BMP: A Windows bitmapped image file format.

Browser (web): A software application that resides on a client computer to process and
display documents transmitted by the HTTP protocols. Web browsers became popular
in 1993 when Marc Andreessen developed Mosaic as the first graphical browser. Mosaic
became the “killer application” of the Internet because its graphical interface provided
easy navigation to pages that could display text and images on the client computer.

Bump map: Animage of a textured surface produced by creating a pattern of lighter and
darker shades of color. Lighter shades appear higher and darker shades appear lower.

Bus: An electronic channel or path that carries bits within the circuitry of a computer
system.

Bus width: The number of bits a bus can transfer at one time. Wider bus size means
more data can be transferred faster. A 32-bit bus can move twice as much data as a 16-bit
bus.

Bush, Vannevar: (1890—1974) A scientist and professor at MIT, Bush constructed the
Differential Analyzer. He was also a visionary of modern multimedia. In “As We May
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Think” (Atlantic Monthly, 1945), he introduced the concept of “Memex,” an interactive
hypertext system for organizing information.

Byte: A group of 8 bits.

Cache: High-speed electronic storage that holds recently accessed data. Cache is
designed to increase the speed of processing by keeping a copy of frequently read data
closer to the processor, thus saving the time that would be required to fetch it from main
memory.

Card metaphor: A common metaphor for authoring applications that organizes media
content in sequential order where each point of information is placed on a card or dis-
played on a screen.

Cartridge disk: A portable magnetic storage medium where the disk is a rigid platter
contained in a sealed plastic case. The most popular form of cartridge disk is the zip
disk.

Case: A typographical characteristic of letters. Capital letters are called uppercase; small
letters are designated as lowercase. The term is derived from the manual typesetting
industry. As early as 1588, blocks of letters were organized in wooden cases. The capi-
tal letters were in drawers above (upper case) and the small letters were below (lower
case).

CAV (constant angular velocity): In optical storage, a method to locate and access data
where the disc is rotated at a constant speed, similar to hard drives.

CBR (constant bit rate encoding): A method of encoding digital video or sound that
assigns the same number of bits per second to all parts of the video or sound. See also
VBR.

CCD (charge-coupled device): An electronic device used in scanners and digital cam-
eras to capture an image as a set of voltages that are then sent to an ADC where they are
translated into binary data.

CD-DA (CD-Digital Audio): Optical storage standard developed by Philips/Sony in 1982
to hold 74 minutes of high-fidelity digital audio. Some later audio CDs can store 80 min-
utes of music depending on the configuration of the track.

CD-R (CD-Recordable): A standard for discs that can be written to by a computer. CD-R
discs are coated with a layer of photoreactive dye. A laser light in the drive alters the
molecular structure of the dye to store data. CD-R discs can support multisession record-
ing, but cannot be erased to store new data.

CD-ROM (CD-Read Only Memory): An optical disc standard for the storage of computer
data. Developed in 1984, CD-ROM holds approximately 650 to 680 MB of data stored in
pits and lands.

CD-RW (CD-Rewritable): A compact disc that can be read, erased, and recorded. CD-RW
requires a disc with a special layer of phase-change substance that alters its crystalline
structure when heated by a laser light. The CD-RW drive has two intensities of laser light.
A stronger light beam will erase and write data. A less intense light is used to read the
data.
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Color gamut: The range of available colors.

Colorindexing: The process of defining a color palette based on an analysis of the colors
in an image and/or the conditions of human perception.

Color palette: The set of colors available to a computer at any given time.

Color resolution: A measure of the number of different colors that can be represented
by an individual pixel. Color resolution is determined by bit depth.

Command-line interface: A method for users to interact with an operating system by
entering commands based on a specific syntax. MS-DOS and UNIX are common operat-
ing systems that have a command-line interface.

Command-based digital encoding: A method of encoding digital media that uses pro-
gram instructions to re-create the media. MIDI is an example of command-based media
encoding. See also description-based digital encoding.

Compact Disc (CD): Optical storage media first developed in early 1980s to hold high-
fidelity sound. The CD standard was subsequently extended to include computer data
and became an important distribution medium for multimedia applications and other
software.

Compiler: Software that converts the entire source code (high-level program) into a
machine-level program. The result is an executable file that runs on a specific computer
system.

Component color: A technique for producing color in which each color component—
red, green, and blue—is represented in a separate color channel.

Composite color: A technique for producing color in which luminance (brightness) and
chrominance (color hue) are mixed and transmitted in a single signal.

Compression: A process of reencoding data to reduce storage or transmission require-
ments. See also lossless compression and lossy compression.

Computer platform: A category of computer defined by the combination of CPU and
operating system used. Applications are written for specific platforms such as Windows/
PC or Macintosh.

Computer system: An integrated set of hardware and software designed to process
data and produce a meaningful result.

Condensed text: Text in which the width of all characters is narrowed.

Conditional: A navigational structure in a multimedia application that is based on the
user’s responses or progress in the application.

Content expert: A person who knows the subject matter of the multimedia project. The
content expert is frequently the client. Responsibilities include determining the project
objectives, target audience, and user needs; providing the content materials; providing
additional resources; and providing feedback on content, design, and interactivity devel-
opmentin relation to the subject matter.

Content inventory list: A document that identifies the required media for a multimedia
project.
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Content Scrambling System (CSS): A form of encryption used by the motion picture
industry to protect DVDs from digital piracy.

Contone (continuous tone): An image made up of continuous areas of color, such as an
analog photograph. See also line art.

Control unit (CU): The set of transistors in the CPU that directs the flow of data and
instructions within the processor and electronic memory.

Convention: Standard or agreed-upon procedures.
Copyright: A form of legal protection given to creators of original works.

CPU (central processing unit): A complex set of transistors that execute program
instructions and manipulate data.

Creative Commons: An alternative to traditional copyright practices that gives the
owner a method to define how others may use his or her works. Managed and supported
by the nonprofit Creative Commons organization: http://creativecommons.org/
Cross-platform compatibility: The ability of an application to run on different hardware
and operating systems.

CRT (cathode ray tube): A monitor that displays output by scanning the back of a
phosphor-coated screen with an electron beam.

Cycle: A series of images that can be reused to extend repetitive action in traditional
animation.

D1: Original high-resolution format used in expensive cameras and editing systems for
the production of broadcast-quality TV using 19mm tape. More recent formats for broad-
cast TVinclude D5 and D10-MPEG IMX.

DAC (digital-to-analog converter): An electronic device that converts a series of dis-
crete digital values to an analog signal.

Data: Facts that can be organized and grouped in meaningful ways.

Data bus: Electronic pathway that carries data between memory and the CPU.
Data file: See file.

Database: A collection of integrated and related files.

Debugger: A utility to track the execution of program code and assist developers in
locating coding errors.

Decibel (dB): A measure of sound amplitude. Each 10-dB increase roughly doubles the
perceived volume of a sound.

Descender: The portion of a letter written below the line. Letters such as p, g, and j have
descenders.

Description-based digital encoding: A method of encoding digital media that stores
a digital representation of the media element. A bitmapped image stores each picture
elementin the image. See also command-based digital encoding.

Development plan: A structured procedure to create a multimedia project thatincludes
all the steps that will lead to successful completion of the product. Development plans
address three essential tasks: definition, design, and production.
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Effective procedure: A step-by-step process guaranteed to produce a particular result.
Computer programs are effective procedures. Also called an algorithm.

Efficient code: A code that represents each desired data item without wasting storage,
processing, or transmission resources.

Encoding: The process of assigning bits to a data item.

End user license agreement (EULA): A license to use the product in certain ways
specified in a contract. Commonly used in software programs and becoming a common
means to control the uses of digital media.

Engelbart, Douglas: A scientist at the Stanford Research Institute (SRI) where he pro-
posed computer-human interaction as a research project. His team developed hypertext,
the first mouse, the GUI interface, and researched the power of computer networks. At
SRI, Engelbart was instrumental in ARPAnet, the precursor of the Internet.

ENIAC: Electronic Numerical Integrator and Computer. The first general-purpose elec-
tronic computer. Built between 1943 and 1945 for over $500,000, it was used to calculate
military firing tables.

EPS (Encapsulated PostScript): A file format to deliver graphic images between soft-
ware programs and computer platforms.

Ethernet: A popular network protocol for local area networks first developed at Xerox
PARCin 1976.

Expert systems: A form of artificial intelligence (Al). Expert systems are software applica-
tions that utilize a knowledge base to make decisions from “rules” stored in an “inference
engine.”

Extended ASCII: An addition to the 7-bit ASCIl standard, made by using 8 bits to gener-
ate 256 characters, thus increasing the range of letters, symbols, diacritics, and special
characters.

Extended text: Text in which the width of all characters is increased.

Extrusion: The process of generating a 3-D shape by extending the lines of a 2-D object
through space. For example, a 2-D rectangle extended vertically produces a cube.

Fair use: An exception to copyright protection intended to support important social
goals such as a free and open press, education, research, and scholarship.

Field: In video, the partial image created by scanning every other line of a TV screen. Two
fields are combined to form a complete video frame.

File: A container for data and programs.

File compatibility: Describes the interoperability of data and program files between
operating systems and/or applications.

File conversion: The process of changing a file format from one convention to another.
A common example is to convert a Photoshop file format into a JPEG file format using
the Save As option.

File extension: One or more letters following the filename separated by a period. The
extension may designate the program that created the file (.psd is Photoshop) or the
type of file (htmlis a web page).
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Frame (animation, film, video): The individual images that are rapidly displayed to pro-
duce the illusion of motion.

Frame (authoring application): One instance of content in a timeline-based authoring
application. Each frame contains all the media for a single unit of time in the animated
sequence, as in frames per second.

Frame (CD storage): The basic unit of information on a CD. Frames define the physical
format of data.

Frame-by-frame animation: An animation technique that requires each individual
frame to be created manually.

Frame rate: The speed at which frames are displayed in animation, film, and video.

Frequency: The rate at which a sound wave completes a cycle from lowest to highest
amplitude. Different frequencies are perceived as variations in pitch.

Frequency modulation (FM): In synthesized sound, a method for producing audio out-
put from a synthesizer. FM synthesis produces different sounds by using one signal to
modulate the frequency of another signal.

Functional specification: A document in a multimedia development plan that specifies
the media elements and performance of the multimedia project.

Generation decay: In analog media reproduction, the degradation in the quality of
sound or video recordings as copies are made from previous copies.

GIF (graphics interchange file): A cross-platform file format for graphics frequently
used forimages on the Web. GIF images use lossless compression and are limited to 8-bit
color resolution.

Gigabyte: Approximately a billion bytes. More precisely 2%, or 1,073,741,824 bytes.

Graphics tablet: An input device that facilitates freehand image creation using a flat
surface and a stylus pen.

Graphics text: Letters and symbols created in a graphics application as an image. This
method is widely used for creating artistic logos or word images designed for visual
impact.

Grayscale: A digital image composed of pixels representing white, black, and shades of
gray.

GUI (graphical user interface): A method of controlling operating system functions
through display of intuitive icons that the user manipulates using a pointing device
such as a mouse or trackball. Initially suggested by Douglas Engelbart at SRl and further
developed by Xerox, the GUI was first made popular by Apple Computerin 1984 with the
introduction of the Macintosh computer.

Halftone: A print image composed of dots of black or white.

Handles: Control points on vector graphic images that can be moved to produce
changes in shape.

Hard disk: Rigid platters mounted on a spindlein a sealed container. Hard-disk locations
are addressed by tracks, sectors, and cylinders.
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Interlacing (monitor): In monitor display, the technique of generating an image by scan-
ning alternate image lines on successive passes.

Internet: A network of networks. First developed by ARPA in 1969 to share research data
and computers across the United States, the Internet evolved into a worldwide informa-
tion resource.

Interpreter: Software that translates high-level languages into machine code by con-
verting one line, executing that line, then moving to the next line in the program to
repeat the process.

Intraframe compression: A form of digital video compression that reencodes informa-
tion within frames but preserves all the individual frames of the video.

Intuitive interface: A method of interacting with the content on the screen that is
immediately understood by the user.

Inverse kinematics (IK): An animation technique in which the motion of one body part
produces related motions in other body parts. IK presupposes basic anatomical knowl-
edge. See also kinematics and forward kinematics.

Iterative: Repetitive or recurrent. The multimedia development plan is an iterative
process in which earlier stages are reshaped or reformulated as the development pro-
gresses.

Jaggies: The stair-step effect on the rounded edges and diagonal lines of letters, num-
bers, and other images displayed on a monitor or printer. A common method to reduce
jaggies is anti-aliasing.

Jobs, Steve: (1955-2011) Cofounder and CEO of Apple Computer. In the early 1980s
Jobs recognized the future of multimedia computing and incorporated the mouse, GUI,
and built-in audio in the Macintosh computer.

JPEG (Joint Photographics Experts Group): A file format for photo-quality bitmapped
images. JPEG provides varying degrees of lossy compression and supports 24-bit color.
Widely used on the Web and in digital cameras.

Justification: Adjusting lines of text to produce straight edges at the left and right mar-
gin. Often, extra space is added between words or letters to stretch the line out evenly
to the right margin.

Kay, Alan: Computer scientist who developed the concept computer called the
Dynabook, which resembles today’s laptop. He was one of the founders of object-ori-
ented programming language and a key developer of the GUI environment.

Kerning: Adjusting the space between specific pairs of letters. The appearance of paired
letters such as A and W benefits from kerning because it produces a spacing that is more
consistent with other letters.

Key frames: The images drawn by principal artists in traditional animation, usually the
start and finish of an animated sequence. Other artists would create the frames between
these two major points. Digital applications define the parameters and attributes of a
start and end key frame. The software automatically creates subsequent frames by inter-
polating changes to the image between these frames. See also in-between frames.

Kilo: 2'°, or 1024, i.e., approximately one thousand.
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Kilobit (Kb): 2'°, or 1024, bits, i.e., approximately 1000 bits.
Kilobyte (KB): 2'°, or 1024, bytes, i.e., approximately 1000 bytes.
Kinematics: The study of how the parts of bodies move in relation to each other. For

example, the motion of an arm generates related motion in the shoulder, elbow, wrist,
and fingers. See also forward kinematics and inverse kinematics.

Kiosk: A freestanding multimedia information system. Frequently has a touch screen for
user input.

LAN (local area network): A series of computers connected within an organization. The
communication links are maintained by the organization.

Land: The flat surface on an optical disc that directly reflects light to a light-sensing
diode in a CD or DVD drive.

Laser (light amplification by stimulated emission of radiation): An amplified light
focused into a single wavelength.

Laser printer: A nonimpact printer that uses copierlike technology to fuse an image to
the paper.

Lathing:In 3-D graphics, the process of generating a 3-D object by rotating a 2-D line on
an axis. For example, lathing can rotate the profile of half a bowl through 360 degrees to
“sweep out” the full 3-D shape.

Layers: In graphics, the planes on which different parts of an image are drawn. Layers
can be thought of as stacks of image elements, each of which can be separately edited.
Combining layers, called grouping, locks elements together, while flattening merges lay-
ers to a single plane.

LCD (liquid crystal display): A display technology used on small portable devices,
computers, and televisions. Lightweight and requiring little power, LCDs contain liquid
crystal molecules that are controlled by transistors. When the molecule is altered to let
light through, a pixel of the image is displayed.

Leading: The spacing between lines of text. The term derives from the practice of adding
strips of lead beneath the characters on a printing press to increase line height.

LED (light-emitting diode): Method of backlighting any computer display device that
uses TFT technology. Compared to LCD, the LED screen is much brighter, uses less
power, and can be viewed from any angle with the row of diodes providing the back
light to the display.

Leica reel: A working draft of the complete animation used in filmed animation pro-
duction. A leica reel includes preliminary animated stills arranged with recorded audio.
Derived from a German camera called a Leica originally used to develop these filmed
storyboards.

Line art: An image drawn only as lines without color filling or shading. Line art uses 1-bit
color depth to produce just two colors (usually black and white). See also contone.

Linear: A navigational structure that organizes the content for the user along a sequen-
tial path.

Lines per inch (Ipi): A measure of spatial resolution for print images.

305



Glossary

Media utilities: Programs, generally free or shareware, that support a specific function in
creating or editing media. For example, utility programs can provide visual effects, color
management, compression, image screen grab, or font creation.

Media-specific application: Software used to create and edit a specific media type such
as sound, video, or images.

Mega: 2%°, or 1,048,576, i.e. approximately one million.

Megabyte (MB): 2%, or 1,048,576, bytes, approximately a million bytes.

Megapixel (MP): A measure of spatial resolution of digital imaging devices such as a
scanner or camera. Approximately one million pixels.

Memex: A theoretical information-processing machine described by Vannevar Bush. The
Memex would store large volumes of multimedia data and organize that data based on
associations created by the user.

Memex II: A theoretical machine envisioned by Vannevar Bush that built on features
first defined in the Memex. Based on new technology, the Memex Il would store data on
magnetic tape and combine with a digital computer to efficiently organize the growing
mass of information.

Memory card: A solid-state storage device for digital cameras, cell phones, game con-
soles, and portable data storage.

Message: In synthesized sound, a MIDI command.

Metaball modeling: A 3-D modeling technique that creates objects by combining ele-
ments called blobs. Building an object with metaballs is similar to working with lumps of
clay. This technique is useful for creating objects with soft edges.

Metafile: A file format that can encode both bitmapped and vector graphics.

Metamedium: A term Alan Kay used to describe the Dynabook. This concept computer
was to embody any medium; thus the Dynabook itself was a metamedium.

Metaphor: The use of one thing to represent or suggest another. In multimedia author-
ing, metaphors are often used to relate unfamiliar content or processes to familiar
objects or operations, as in the use of VCR-like controls to play and pause animations.

Microcode: A programming technique for implementing the instruction set of a proces-
sor.

Microcomputer: A computer based on a microprocessor and designed to support a
single user. Microcomputers appeared in the early 1970s after the introduction of the
4004, the first commercial microprocessor by Intel.

Microelectronics: Miniature integrated circuits often found on silicon chips.

Microprocessor: A single silicon chip that contains all the elements of a central process-
ing unit. Its development in the early 1970s by Intel led to the microcomputer revolu-
tion.

MIDI (Musical Instrument Digital Interface): A standard method of connecting and
playing musical instruments, synthesizers, and other digital devices.

Mixing: The process of combining two or more audio signals into a single sound track.
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M-JPEG (Motion JPEG): A video codec based on JPEG image compression. M-JPEG uses
intraframe but not interframe compression. See also Motion JPEG 2000.

Mobile computing platform: The result of the continuing miniaturization of computers
and the merger of computing and telephone technologies. Mobile computing devices
include lighter personal computers, special purpose e-readers and tablet computers, as
well as smartphones networked through Wi-Fi or 3G/4G technologies.

Modeler: In 3-D graphics, software that creates shapes directly rather than building
them from more basic objects. Common types of modelers include polygon, spline,
metaball, and formula.

Modeless: An ideal computing environment advocated by Alan Kay where the user
could switch easily from one mode of activity to another.

Modeling: The process of specifying the shape of objects in 3-D graphics.

Monospaced font: A typeface that assigns the same space to all letters. Courier is a
monospaced typeface.

Morphing: An animation technique that transforms one shape into another over time.

Motion capture: The animation technique of recording the motions of actual objects
and mapping these motions to a computer-generated animated character.

Motion JPEG 2000: A variant of JPEG 2000 that uses a new form of compression (wave-
let) to produce smaller files at higher quality than the original JPEG standard. Motion
JPEG 2000 can deliver mathematically lossless compression as well as compression that
is either visually lossless or lossy. Motion JPEG 2000 files use either the .mj2 or .mjp2
extensions. See also M-JPEG.

Motion tween: A digital animation procedure that interpolates the position of an object
from one location on the scene to another based on the position of the start and end
key frames.

MP3: A lossy codec that maintains near-CD-quality sound files.

MP3 player: Originally created to store and play MP3 compressed music files, some
players can also store data files. Players may use flash memory or have minihard drives
to hold music and data.

MPEG (Motion Picture Experts Group): A codec specifically designed for video that
uses both intraframe and interframe compression to produce small files.

Multicore: CPU chip architecture that combines two or more logic cores on a single
integrated circuit to execute more tasks and improve overall system performance. See
dual-core processor.

Multifunction printer (MFP): An output device that combines printer, fax, copier, scan-
ner, and often a memory card reader in one unit. This combination of peripheral devices
conserves the desk space that would be used by multiple devices.

Multimedia: The development, integration, and delivery of any combination of text,
graphics, animation, sound, or video through a digital processing device.

Multiprocessing: Combining multiple processors to execute instructions simultane-
ously. The Apple G5 computer has dual processor capability; many PCs have a math or
video coprocessor.
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Multitasking: A method controlled by the operating system to share the computer pro-
cessor with more than one program. Each program is allotted its own space in RAM and
its own peripherals, but they share the processor concurrently. Often called event driven
because processor sharing is based on events that take place in the program.

Multitimbral: Capable of playing multiple instruments at the same time. MIDI systems
are multitimbral—they simultaneously process the information for multiple instruments
in different channels.

Multitouch: A method of input that allows one or multiple fingers to manipulate the
interface of a digital device.

Nanotechnology: An industry focused on shrinking the size of microelectronic com-
ponents to nanometer size. A nanometer is one-billionth of a meter. Nanotechnology
will dramatically reduce the size and increase the speed of processors by working with
components that are the size of individual atoms.

Native file format: Coding conventions used by specific applications for their data files.
Forinstance, .psd is the native file format for Photoshop.

Nelson, Ted: Early multimedia theorist who coined the term hypertext in 1963. Nelson
conceived Project Xanadu, a large information base connected by networks with a
simple user interface. While Xanadu never succeeded, it is considered the inspiration for
the Web.

Network: A collection of computers connected through a communication link to share
hardware, data, and applications.

Networked: A navigational structure that allows the user to freely explore content, often
based on hyperlinks to related material.

Nodes: In hypertext and hypermedia, the contentitems that are linked together.

Noninteractive multimedia: A form of multimedia that integrates digital media into a
single application but does not give the user control over the sequence or display of the
information.

Nonprocedural programming: Method of developing software applications that makes
use of preconstructed modules to improve the overall productivity of the programming
process. See also procedural programming.

Notepad: An ASCII text editor provided as a utility program in the Windows operating
system.

NTSC (National Television Standards Committee): The analog TV standard developed
for the United States in 1952.

NUI (natural user interface): Interface design strategy that allows direct input to the
operating system without an intervening tcol such as a mouse or stylus pen. Multitouch
screens are an example of a NUI.

NURB (Non-Uniform Rational B-spline): A technique for defining the shape of a 3-D
object. A NURB defines an image using mathematical formulas that can be adjusted to
vary its size and shape.

Object-oriented programming language (OOP): A language that uses self-contained
elements (objects). Each object holds the data and instructions related to that element.
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Objects interact with each other by passing messages or commands to various compo-
nents. Because each object does not require recoding each time itis used, this language
is generally more efficient than traditional procedural languages.

OCR (optical character recognition): The process of converting printed text into digital
files that can be edited in a word processing application. Requires a scanner and special-
ized OCR software.

Onionskinning: An animation technique to draw an image in reference to the previous
one. Using thin paper or a light table, the traditional animation artist could reference the
preceding images to locate and draw the current image. Digital applications simulate
onionskinning by displaying grayed-out preceding frames in the animated sequence.

Opaquers: In traditional animation, opaquers are the artists who apply the colors to the
drawn image on a celluloid sheet.

Open Source Initiative: A standards body that promotes the collaborative development
of software applications by making the source code available to the programming com-
munity. Examples of OSI software include Mozilla Firefox, Apache, Linux, Gimp, Blender,
Drupal, and numerous other programs. See http://opensource.org/.

Operating System (0S): Software that manages the user interface and computer hard-
ware and controls program execution.

Optical photo conductor (OPC): The light-sensitive coating on the surface of the drum
in a laser printer.

Optical storage: A method to store binary data using laser technology. Data is repre-
sented through various techniques that either reflect or absorb light emitted from a
laser diode.

05 utility program: Software that provides tools to optimize the basic functions of an
operating system. Disk management tools, accessibility options, and text editors are
examples of OS utilities.

Outline font: A technique for displaying text through a monitor or printer by storing a
description of the letter shape. Outline fonts such as TrueType are scaled by changing
the dimensions of the basic description to produce an accurate display of the resized
character.

Output resolution: The screen resolution that matches the capabilities of the output
medium. A developer can reduce the output resolution of a video window to improve
the color and motion of the video as it is displayed on less powerful computers or on
lower-bandwidth networks.

Over-the-shoulder shot: An angle for shooting video that includes the subject as well
as others observing the subject.

Oversampling: In sampled sound, recording at a higher sample rate than that required
to capture the desired frequency range. Oversampling is often done to avoid sound alias-
ing. Once captured, oversampled sounds are often downsampled to reduce file size.

Overscanning: Producing a screen image that is larger than the display device. NTSC TV
uses overscanning. This ensures that the televised image will completely fill a TV screen.
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Personal computer (PC): A system that uses a microprocessor to provide computing
for a single user. Other labels include microcomputer, desktop computer, and laptop com-
puter.In popular usage, PC also designates an IBM-compatible microcomputer using the
Windows operating system.

Photo printer: A color printer especially designed to produce photos.

Pica: A standard unit of text measurement predominately found on typewriters. A pica
is 12 points; 6 picas equal 1 inch.

PICT: An image file format developed by Apple and widely used in Macintosh graphics
applications. PICT is a metafile format; it can store both bitmapped and vector graphics.

Pipelining: A method of increasing processor speed by processing data in a sequence
of stages, each stage providing input to the next task prior to the completion of the full
fetch/execute cycle.

Pit: An indentation on an optical disc that scatters reflected light, thus reducing the
reflection detected by a light-sensing diode in a CD or DVD drive.

Pitch: The psychological perception of sound frequency.
Pixel: A digital picture element.

Pixels perinch (ppi): A measure of spatial resolution for the display of computer graph-
ics.

Platform: The combination of computer hardware and the operating system.

Player: A small program used to present media on a computer. Players include general
purpose programs, such as the QuickTime player or RealPlayer, that display a category of
media (graphics, audio, video) as well as specialized programs, such as the Flash player,
that present content developed through a specific authoring application.

Plug and play (PnP): A feature of modern operating systems that automatically identi-
fies and installs peripheral devices.

PNG (portable network graphic): A bitmapped graphics file format developed to
replace GIF. PNG supports 48-bit color and provides lossless compression.

Point: A measure of the size of type from the ascender to the descender of the letter. One
pointis approximately 1/72 of an inch; 12 points is 1/6 of an inch.

Polygon modeling: The process of creating a 3-D graphic shape as a combination of
straight line figures, usually triangles or quadrilaterals.

Polyphonic: Capable of playing more than one note simultaneously.

Postproduction: A phase in media creation for a multimedia project where content is
edited using specialized software to achieve desired effects.

PPI: See pixels per inch.

Preemptive multitasking: The operating system controls program access to the CPU by
assigning “time slices” for each task in a multitasking environment. This process replaced
program control of the CPU, which often led to system crashes when a program would
not release sufficient time slices for other running tasks.
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Progressive scan: The technique of producing a screen image by scanning each line on
each pass, rather than every other line as in an interlaced scan. Progressive scanning is
used on computer monitors and in some HDTV formats.

Project designer: A member of a multimedia team who is responsible for the overall
structure of the project’s content as well as the look and feel of the user interface.

Project manager: The person responsible for planning and managing all the human
and technological elements of a multimedia project, from concept to completion. The
responsibilities include meeting with the content expert or client; planning, budgeting,
and preparation; managing concept design and user research; overseeing the content,
creative, and technical development; supervising site testing, release, and evaluation;
bringing the project to completion within the time frame and budget; and trouble shoot-
ing.

Proportional font: A typeface that adjusts the width between letters based on letter
shape. For example, Times New Roman typeface allows less space for the i and more for
the o shape.

Protocol: A set of rules or conventions that govern the exchange of data between com-
puters. Common protocols include TCP, IP, FTP, MIME, and HTTP.

Prototype: An incomplete working model of the final multimedia project. It includes
some finished media and many of the major functions for the operation of the applica-
tion.

Psychoacoustics: The interplay between the psychological conditions of human per-
ception and the properties of sound. Psychoacoustics is used in developing effective
sound compression strategies, such as MP3.

Public domain: The status of creative products (works of “original authorship”) that are
not protected under copyright.

Pure tones: Tones (such as the notes produced by tuning forks) that can be represented
as simple waves that regularly repeat a smooth transition from high to low pressure (a
sine wave).

Quantization: The process of rounding off a sample to the closest available value in the
digital code being used. May produce distortion of the original data.

QuickTime: A cross-platform file format principally intended for dynamic data (anima-
tion, sound, and video) developed by Apple Computer. QuickTime uses the .mov exten-
sion.

Random access: A method of locating data or programs in which all items can be
accessed in an equivalent amount of time. The opposite of sequential access, in which
the time required to access data depends on its location on the medium. Videotape, for
example, is sequential access.

Random access memory (RAM): A component of primary memory consisting of
addressable storage locations for data and instructions in electronic format. RAM is vola-
tile storage—when power is interrupted, all contents are cleared from memory.

Raster scan (monitor): The process that creates an image on a CRT by illuminating a grid
of picture elements (pixels) with an electron-scanning beam. The beam draws the display
horizontally across the screen one parallel line at a time.



Glossary

Rasterize: The process of converting text orimages into a matrix of pixels, or bitmap, for
display on a screen or printed page.

Ray tracing: Advanced technique used in computer-generated graphics to create image
properties that are controlled by light sources (rays) such as shadow, color, and shading.
Ray tracing requires large amounts of CPU processing time.

Read-only memory (ROM): Nonvolatile storage on the system board that contains
critical programs and settings that manage the initial configuration and booting of the
operating system. The contents of ROM can be read, but not altered or erased.

RealAudio: A streaming audio technology for the Internet from RealNetworks. Released
in 1995, the .ra file format is used by many Internet radio programs.

RealVideo: A file format for streaming video developed by RealNetworks.

Registers: High-speed electronic memory locations on the CPU. Registers support the
basic fetch/execute function of the CPU by storing data, instructions, and addresses for
immediate access by the control unit or ALU.

Remedies (copyright): A legally established sanction that applies to a violation of copy-
right protection.

Rendering: In 3-D graphics, animation, and video, the process through which the com-
puter generates the finished images as specified by the artist or editor through model-
ing, surface definition, and scene composition.

Resampling: The process of increasing or decreasing the number of samples described
in the file. See also downsampling and upsampling.

Resolution: The number of addressable pixels that can be illuminated in a CRT, LCD, or
other display device. Settings in the operating system can alter the resolution of a moni-
tor from 800 x 600, for example, to 1024 x 768 pixels.

RGB: Red, green, blue color model for computer displays. Each color is represented sepa-
rately, which generates a nearly limitless range of pure colors.

RISC (reduced instruction set computing): A processor design strategy to make the
CPU more efficient by using a smaller and simpler set of instructions and executing them
faster.

RLE (run length encoding): A form of lossless compression. RLE replaces sequences of
repeated data with a single description for the length of the run. RLE is useful in images
with large areas having the same color.

Rotoscoping: The process of producing traditional animation by tracing the individual
frames of a film or video. Rotoscoping can also be carried out using a digital draw or
paint program.

Router: A network device to route (or transfer) data packets from one location to another
along a network using IP addressing.

RS232C: An industry standard for serial data communication between devices such as
printers, terminals, and modems. Often abbreviated as COM on the interface port.

RTF (rich text format): A text file format developed by Microsoft for cross-platform,
cross-application compatibility. RTF includes ASCII text code and additional code to
define the formatting characteristics of the text.
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Surface definition: The stage in 3-D graphics that specifies the textures that are applied
to the model’s surface.

S-VHS (super VHS [video home system]): An enhanced version of VHS that provides
greater screen resolution and improved color.

S-Video (separated video): An analog video standard that uses separate signals to
transmit luminance and chrominance information. This technique, known as Y/C, is a
variant of component color that results in an improved TV signal as compared to the
composite signal used in NTSC transmission. See also Y/C.

SVG (scalable vector graphics): The newest of the general-purpose vector formats. SVG
is a language for describing 2-D graphics and graphical applications in XML.

Symbol: A representation of something else.

Synthesis: The combination of separate elements to form a whole. Sound synthesis
occurs when computer software sends commands to generate notes from a synthesizer.
Speech synthesis occurs when the computer software sends commands to form spoken
words based on written text.

Synthesized sound: Sound generated (or synthesized, “put together”) by the computer.
A file for synthesized sound contains instructions that the computer uses to produce a
sound.

Synthesizer: A device that creates sounds electronically based on commands, most
commonly MIDI instructions.

System board: The main circuit board on a microcomputer. The system board provides
the bottom plane of circuitry to connect other component parts to one another. Also
known as the motherboard.

System bus: The electronic pathway between the CPU and memory.

System unit: Contains the electronic components to process and store data. This
includes CPU, electronic memory, system board circuitry, expansion slots, and all the
interface ports on a microcomputer. Often is used to refer to the “box” that contains
these components and other peripheral devices.

TCP/IP (Transmission Control Protocol/Internet Protocol): A series of standards that
controls data transmission between network computers as a series of addressed data
packets. The TCP standard breaks sending data into packets, adds error detection, and
reassembles packets at the destination host. The IP standard delivers the data packets
to various network systems through routers that direct the packets to the correct host
computer based on an IP address. The protocols were originally developed in the 1970s
by ARPA (Advanced Research Projects Agency) to create a fault-tolerant network system
in the United States.

Terabyte: Approximately a trillion bytes. More precisely 2*°, or 1,099,511,627,776, bytes.

Thin film transistor (TFT): Flat-panel display technology in which each pixel is con-
trolled by one to four separate transistors. Although expensive, TFTs provide the best
resolution quality for flat-panel computer screens.
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Thunderbolt: Hardware interface standard developed by Intel and introduced by Apple
that combines video and data ports for simultaneous transfer on a single bidirectional
cable at 10 Gbps.

TIFF (tagged image file format): A cross-platform bitmapped format often used in
scanning and for wide distribution of images.

Time code: In video, a record of the time when each frame is shot. Time code is stored
on each frame in the form of hours: minutes: seconds: frames. The time code serves as
the frame’s address.

Timeline (video editing software): Place to assemble video clips that shows the duration
of the video. A timeline displays multiple tracks for both motion and audio components
of the video.

Timeline metaphor: A multimedia authoring metaphor that organizes media content
and interactivity as sequences of frames. This metaphor is appropriate for dynamic
media such as video or sound that change over time.

Timesharing: A method controlled by the operating system to share the computer
processor with multiple users simultaneously. Each user is given a slice of the processor’s
cycle for program execution. Sometimes referred to as a multiuser system because more
than one person is using the computer for different tasks.

Track: A path on disk storage where data is stored and accessed. Tracks on a hard disk
are concentric bands, while on an optical disc the tracks form a spiral from the inside of
the disc to the outside edge.

Track table of contents (TTOC): An index of every track and its contents on a CD disc.
Single session CDs have one TTOC, while multisession discs have a separate index for
each session.

Tracking: A technique to adjust the spacing between all letters in a text passage.
Tracking is distinct from kerning, which adjusts spacing only between specific pairs of
letters.

Trails: A pattern of associations described by Vannevar Bush in his 1945 article, “"As We
May Think."” Trails were a means to organize information based on associations that could
then be preserved, copied, shared, modified, and linked to other trails. This theoretical
description of information associations became a reality in today’s hyperlinked text on
the WWW. See also Memex.

Transfer rate: The speed at which data moves from secondary storage into RAM or from
RAM onto secondary storage. Transfer rates are measured in bytes/second.

Transitions: Video effects used to move into or out of a clip. Cut, fades, and dissolves are
common transitions applied to video sequences.

Trimming: The process of removing unwanted frames from the beginning and/or end
of a video clip.

TrueType: Outline font technology developed in 1991 by Microsoft and Apple and incor-
porated in all Macintosh and PC computers. It displaced Postscript outline technology for
microcomputer use.



Glossary

Turing, Alan: (1912-1954) A British mathematician, logician, and computer scientist.
Turing helped develop the Colossus used to break the German Enigma code in WWII.
In 1936 he wrote a theoretical description of the modern digital computer in a paper
titled, “On Computable Numbers with an Application to the Entscheidungsproblem.” His
description of an effective procedure became known as a “Turing machine,” an imagi-
nary special-purpose device to solve a single task. See also Universal Turing machine.

Turing test: An exercise proposed by Alan Turing to demonstrate that a computer can
think. Proposed in a 1950 paper, “Computing Machinery and Intelligence,” the test con-
sists of an interrogator communicating via teletype with a person in one room and with
a computer in another. If the interrogator cannot determine which of his interlocutors is
the person and which is the computer, the computer is said to be thinking.

Tween animation: A computer animation technique in which the animator creates key
frames and the computer automatically generates the tweens. See also tweens.

Tweens: In traditional cel animation, a sequence of drawings to represent an object’s
change of position between one extreme and another extreme. Tweens were frequently
drawn by apprentice animators, while the extremes were created by accomplished art-
ists. See also key frames.

Typeface: A family of letters that share the same design. Common categories include
serif, sans serif, and script. Typeface includes all the styles, cases, and sizes of each letter.
New York, Times, and Courier are examples of typefaces.

Underscan: The technique of producing a display image that is smaller than the screen
of the display device. This ensures that all screen content will appear on the display
screen.

Unicode: A binary coding scheme using 16 bits to encode text from any alphabet sys-
tem. The first 128 characters of Unicode are identical to ASCIl coded data.

Universal Turing machine: A Turing machine is a theoretical device envisioned by Alan
Turing to carry out an effective procedure.In 1936, Turing demonstrated that a particular
type of Turing machine, called a Universal Turing Machine, could carry out any effective
procedure. This was a theoretical model of the modern computer.

Upsampling: Adding samples to increase the spatial resolution of a bitmapped graphic
file. Upsampling usually degrades the quality of the image. See also downsampling and
resampling.

URL (uniform resource locator): The address scheme used in WWW protocols to hyper-
link from one resource (web page or data file) to another. The URL syntax contains the
HTTP protocol, the host computer name, domain, and a path to a particular resource on
the Internet, for example: http://yahoo.com/animation.html.

USB (Universal Serial Bus): An input/output bus standard published in 1996 to con-
nect peripheral devices to the system board. USB supports 127 devices daisy-chained
together to one system port. Each device is hot swappable; that is, they can be con-
nected and disconnected randomly without interrupting service to other devices.

USB 3: Upgrade to the USB interface standard that delivers up to 4.8 Gbps transfer
speed.
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A

access point (AP), 73

access time, 51

acquisitions specialist, 231

active matrix, 68

additive color, 125

address bus. See bus

AIFF. See sound file format

alias, 110

aliasing, 157

alignment. See text

alpha version, 237

Altair, 41

amplitude, 153

analog data. See data

analog hole. See digital watermark

analog to digital converter (ADC)
hardware device, 62
sound, 155
video, 287

analog video, 172, 283

animated GIFs, 201

animating with physics, 206

animation, 193-208
2-D animation, 201-204
3-D animation, 204-207
cutouts, 201

cycles, 197
defined, 96
ease-in/ease-out, 197
holds, 197
overlapping motions, 198
overshoot, 197
shooting on twos, 197
stretch/squash, 198
traditional animation, 196-200
animation application, 96
animation specialist, 230
anti-aliasing, 110
APl (Application Programming
Interface), 207
application software, 91
archived digital data, 35
emulation and, 35
migration and, 35
archiving (development process),
238
arithmetic logic unit (ALU), 43
artificial intelligence (Al), 8
ascender. See point size
ASCIl (American Standard Code for
Information Interchange)
ASCII-8 (extended ASCII), 22
defined, 22
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ASCII (continued)
computer text, 108

aspect ratio, 176

assembler, 89

assembly language, 89

attenuation, 144

AU. See sound file format

authoring application, 97-98, 115, 212

authoring multimedia, 212-223
defined, 212
process, 215-218
autotracing, 138

AVCHD (advanced video coding high
definition). See video file format

B
background layer, 213
backward compatibility, 56
bandwidth, 34
batch capture, 184
Berners-Lee, Tim, 13
beta version, 237
binary
code, 23
encoding, 21
bit, 21
bit depth
color bitmap images and, 127
color resolution and, 131
sample resolution and, 27
scanning and, 63
bitmap, 126
bitmapped
fonts, 109
graphics, 125-137
image, 28
bitmapped file formats
general purpose, 135
metafiles, 135
native, 135
bitmapping, 126
blob, 142
block, 55
Blu-ray disc (BD), 61
bluetooth, 74

BMP. See graphic file format
browser, 14, 113
bump map, 144
bus
address bus, 45
data bus, 45
defined, 45
system bus, 45
width, 45
Bush, Vannevar, 5
byte, 22

C
cache, 44, 48
level 2, 48
primary, 48
card metaphor, 213
Cascading Style Sheets (CSS), 114
case. See text
CD data format, 54
cel
animation, 198-200
defined, 198
charge-coupled device (CCD)
scanner, 62
video camera, 178
checkers, 199
chrominance, 284
client computer, 14, 73
client/server network model, 73
clipart, 135
clipping, 156
clock speed, 44
cloud storage, 62
cluster, 85
CMYK color palette, 125
code of ethics, 244
codec
defined, 29
sound, 159
video, 173, 187
color banding, 132
color gamut, 286
colorindexing, 133
adaptive indexing, 133



perceptual indexing, 133
color lookup table (CLUT), 127
color palette, 127
color resolution

CRT, 68

image quality and, 131-133

scanning and, 63
command-based. See digital encoding
command line interface, 81
compact disc (CD), 54-58
compact disc formats. See also

Appendix A

CD-DA, 56

CD-R, 56

CD-ROM, 56

CD-RW, 56
compiler, 89
component color, 284
composite color, 284
compression

defined, 29

lossless, 30

lossy, 30
condensed text. See text
constant angular velocity (CAV), 58
constant bit rate encoding (CBR), 175
constant linear velocity (CLV), 57
content experts, 228
content inventory list, 235
content scrambling system (CSS), 252

DeCSS, 253
contone image, 123
control unit (CU), 43
convention, 20
copyright, 247-251

fixed form, 248

infringement, 249

protections, 248

remedies, 249

U.S. Copyright Law, 248
CPU (central processing unit), 43
Creative Commons, 260
cross-platform compatibility

computer platforms, 42

file compatibility, 24
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image file formats and, 136
installed fonts and, 111
CRT (cathode ray tube), 67, 284
cutout. See animation
cycles. See animation

D
D1. See video file format
data
analog data, 20
archived, 34
bus, 45
defined, 20
digital, 20
file, 24
database, 219
debugger, 220
decibel, 153
descender. See point size
description-based. See digital encoding
development plan, 232-238
definition phase, 232
design phase, 234
production phase, 237
device drivers, 83
device-dependent graphics, 129
device-independent graphics, 138
digit, 21
digital, 20
digital-analog converter (DAC), 69
sound capture and, 155
digital camera, 64, 134
digital data. See data
digital encoding
command-based, 28
defined, 21
description-based, 28
effective code, 22
efficient code, 22
digital enlargement, 178
Digital Millennium Copyright Act
(DMCA), 254-256
fair use and, 255
Internet Service Provider (ISP) and,
254
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digital rights management (DRM),
251-261
eBooks, 252
first generation DRM, 256
second generation DRM, 258
digital signal processor (DSP), 64
digital video camera, 65, 177-180
digital watermark, 257
analog hole and, 258
orphan copyrights and 258
digital zoom, 66
digitization, 26
Direct3D, 207
directory, 86
disc, 53
disk fragmentation, 85
display devices, 67-69
dithering color, 133
dot matrix. See printer
downloaded audio, 166
downsampling
image resolution, 129
sound resolution, 157
DPI (dots per inch), 128
draw program, 92, 137
DV. See video file format
DVD (digital versatile disc), 58-61
DVD formats, 59
DVD video. See video file format
dye-sublimation, 71
Dynabook, 11

E

ease-in/ease-out. See animation

editable text, 110

effective procedure, 9

8mm video, 285

eight-to-fourteen modulation (EFM), 54,
267

emulation. See archived digital data

end user license agreements (EULAs),
252

Englebart, Douglas, 10

EPS (encapsulated postscript). See
graphic file format

error correction code (ECC), 54
error detection code (EDC), 54
ethernet, 73

expert system, 8

extension. See file

extrusion, 143

F

fair use, 249

FairPlay, 253

Field, 176, 284

file, 23-25
compatibility, 24
conversion, 25
defined, 23, 85
extension, 23,85
format, 23
incompatible formats, 34
native format, 24
system, 85

file maintenance, 25
categorization, 25
identification, 25
preservation, 25

file management, 85- 86

FireWire port, 49

first sale doctrine, 251

fixed form. See copyright

flash drive, 61

flash memory, 61
control gate, 61
floating gate, 61

Flash Video. See video file format

flipbook, 196

flowchart, 233

flowline, 214

font
bitmapped, 109
defined, 105
leading, 110
monospaced, 105
outline, 105
proportional, 105
sans serif, 104
serif, 104



technologies, 109
foreground layer, 213
formatting disk storage, 85
formula modeling. See modeling
forward kinematics. See kinematics
frame

animation, 201-202

authoring software, 215

optical storage, 55
frame-by-frame animation, 202
frame rate

digital video, 173

NTSC video, 284
frequency, 153
frequency modulation, 164
functional specification, 234

G
generation decay
defined, 32
sound quality, 165
GIF (graphics interchange file). See
graphic file format
gigabyte, 23
gold master, 237
graphic application, 94
graphic file format
BMP, 136
EPS, 139
GIF, 136
JPEG, 136
PICT, 136
PDF, 139
PNG, 137
SVG, 139
TIFF, 136
graphic specialist, 229
graphic suites, 93
graphics, 121-147
2-D computer graphics, 125-140
3-D computer graphics, 140-146
bitmapped, 125
bitmapping, 126
file formats, 136-137, 139
traditional graphics, 123-125
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vector, 137
graphics tablet, 66
graphics text, 112
grayscale images, 123, 126
GUI (graphical user interface), 11, 81

H
halftone, 124
handles, 138

hard drive, 52
hardware, 39-74
interface ports, 48
memory, 47-48
platform, 42
processor, 43-47
system, 40
HDTV (high definition TV). See video file
format
HDV. See video file format
hertz, 44, 153
Hi8 video, 285
Hierarchical File System Plus (HFS Plus),
85
holds. See animation
HSB color (hue/saturation/brightness),
127
HTML (hypertext markup language), 113
HyperCard, 13
hyperlinks, 73
navigation structure, 217
hypermedia, 3, 10, 113
hypertext, 10, 113

|
Icon
defined, 214
metaphor, 214
programming, 219
IEEE 1394 (FireWire), 49
illegal colors (NTSC), 286
image map
graphics, 144
navigation structure, 217
imagineering, 6, 15
impact printer, 69
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information, 20
inkers, 199
ink-jet printer. See printer
instruction set, 46
interactive (multimedia development),
226
interface ports, 48
interframe compression, 174
B-frame, 175
I-frame, 175
P-frame, 175
interlaced scan, 176, 284
interlacing
graphics, 136
NTSC video, 284
Internet, 73
interpreter, 89
intraframe compression, 174
intuitive interface, 236
inverse kinematics. See kinematics
iterative (multimedia development), 226

J
jaggies
image quality and, 29
text quality and, 110
Jobs, Steve, 12
on DRM, 254

JPEG (Joint Photographic Experts Group).

See graphic file format
Justification. See text

K
Kay, Alan, 11
kerning letters, 105
key frame, 199, 202
kilobyte, 23
kinematics
defined, 205
forward kinematics, 205-206
inverse kinematics, 206
kiosk, 3

L
LAN (local area network), 73

land, 54
laser printer. See printer
laser, 54
lathing, 143
layers
animation, 202
authoring applications, 213
vector graphic, 138
LCD (liquid crystal display), 68
native resolution and, 68
leading. See text
LED (light emitting diode), 68
Leica reel, 200
lighting (3-D graphics)
directional, 144
omni, 144
spot, 144
volumetric, 144
line art, 123, 126
lines perinch (Ipi), 123
linescreen, 123
link anchor (hypertext), 113
link markers (hypertext), 113
lossless compression
image compression, 135
RLE and, 30
lossy compression
image compression, 135
intraframe compression and, 174
MP3 and, 30
sound compression, 159
luminance, 284
lux, 180

M

machine code, 88
machine cycle, 44
Macintosh computer, 12
macro, 91

Magnatune, 259
magnetic storage, 52
mainframe computer, 41
Manhunt, 242

mashup, 15

master video, 184



media specialists, 229-232
media-specific application, 91
media utility programs, 97
megabyte, 23
megapixel, 134
Memex, 5
Cyclops camera and, 6
trail and, 6
Vocoder and, 6
Memex Il, 7
memory card (digital camera), 64
memory management, 82
messages (MIDI commands), 160
metaball. See modeling
metafile, See bitmapped file format
metamedium (Dynabook), 12
metaphor
authoring languages, 213
multimedia development, 236
microcode, 46
microcomputer, 41
microprocessor, 41
MIDI (Musical Instrument Digital
Interface), 160
migration. See archived digital data
mixing (sound tracks), 156
mobile computing platforms, 42
modeler (3D images), 141
modeless (Dynabook), 12
modeling (3D graphics), 141-143
formula, 143
metaball, 142
polygon, 141
spline, 142
morphing. See tween animation
motion capture (performance anima-
tion), 205
motion graphics, 194
motion tween. See tween animation
M-JPEG (Motion JPEG), 174
Motion JPEG 2000. See video file format
MP3 (MPEG-1, audio player 3), 30, 160
MPEG (Motion Picture Experts Group),
174
multicore technology, 46
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multifunction printer. See printer
multimedia
adaptive (intellimedia), 4
basic, 3
defined, 2
immersive, 4
interactive, 3
noninteractive, 3
multimedia development, 226-238
multimedia development team, 226-232
multiprocessing, 46
multisession CDs, 55
multitasking, 47, 82
multitimbral, 161
multitouch, 86
multiuser system, 82

N
nanotechnology, 47
navigation structures
conditional, 217
hierarchical, 217
hyperlink, 217
linear, 217
networked, 217
Nelson, Theodore, 10
network, 72
nodes (hypertext), 113
nonimpact printer, 70
non-uniform rational B-spline (NURB),
142
Notepad, 91, 108
NTSC (National Television Standards
Committee), 283-284
NUI (natural user interface), 81

(o]
object-oriented language, 90
onionskinning
animation software, 202
defined, 196
traditional animation, 199
oNLineSystem, 10
opaquers, 199
openGL, 207
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Open Source Initiative, 260
operating system, 80
optical character recognition (OCR),
63
scanning text and, 116
optical drive, 57
optical photo conductor (OPC), 71
optical storage, 53. See also compact disc
DVD storage and, 58
OS utility programs, 82, 84
0S X, 80, 85
output resolution (video), 173
oversample (sound wave), 157
overscanning (NTSC video), 284

P
paint program, 92, 133
PAL (phase alternate line), 284
palette flashing, 133
parallel data transmission, 48
parallel processing, 46
parity bit, 31
even parity, 31
odd parity, 31
patent, 248
path-based animation. See tween anima-
tion
pathname, 86
PDF (portable document format). See
graphic file format
PDF vector file format, 139
pencil test, 200
performance animation. See motion
capture
peripheral devices, 43, 50-72
persistence of vision
animation, 195
video, 172
personal computer (PC), 41
photo printer. See printer
pica, 104
PICT. See graphic file format
pipelining, 45
pit, 54
pitch, 153

pixel
bitmapped graphics, 125
defined, 26
digital camera resolution, 134
monitor resolution, 67
scanner resolution, 65
pixel per inch (ppi), 128
platform, 23
player program, 221
plug and play (PnP), 83
PNG (portable network graphic). See
graphic file format
podcasting, 152
point size, 104
ascender, 104
descender, 104
polygon. See modeling
polyphonic, 161
postproduction and media creation, 235
PostScript, 110
praxinoscope, 196
preemptive multitasking, 82
preliminary proposal, 233
preproduction and media creation, 235
prerendering
animation, 207
graphics, 145
primary memory, 47
primitives (3D graphics), 141
constructive solid geometry, 141
parametric, 141
printer, 69-72
dot matrix, 69
ink-jet, 70
laser, 71
multifunction, 72
photo, 71
product goal, 232
production. See development plan
production and media creation, 235
profession, 243
program, 80
program file, 24
programmed animation, 203-204
programmer, 231



programming approaches
nonprocedural, 90
procedural, 90

programming multimedia, 212,218

programming language, 88
high-level language, 88
low-level language, 89

progressive downloading, 166

progressive scan, 285

project designer, 227

project manager, 227

protocols, 73

prototype
defined, 234
in design phase, 236

psychoacoustics, 159

public domain, 249

pure tones, 153

Q
quantization

defined, 27

image quality, 131

sound quality, 155
QuickTime, 84, 166, 176, 222

R
radiosity, 145
RAM (random access memory), 47
random access, 57
raster scanning, 67
rasterize, 138
RAW image format, 137
ray tracing, 145
RealAudio. See sound file format
real-time rendering

animation, 207

graphics, 145
RealVideo. See video file format
Recording Industry Association of

America (RIAA), 256

registers, 44
registration (animation), 196
rendering

3-D graphic, 145

animation, 207
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digital video, 187
engines, 145
resampling graphics, 129-131
resolution
bitmapped image quality, 128-133
digital camera, 64
digital video quality and, 173
LCD native, 68
monitor, 67
NTSC video, 283
printer, 70
sample. See sample resolution
scanner, 64
spatial. See spatial resolution
RGB (red green blue), 178, 284
RISC (reduced instruction set comput-
ing), 45
RLE (run length encoding), 30
ROM (read-only memory), 47
rotoscoping, 201
router, 73
RTF (rich text format), 108
rule of thirds, 180

S
safe action area, 286
safe title area, 286
sample rate
defined, 28
sound boards and, 69
sound quality and, 156
sample resolution
defined, 27
sound and, 155
sample size
sound boards and, 69
sampled sound, 28, 94, 154
sampling, 26
sans serif, 104
scalable compression, 174
scanner, 62-64
scanning process, 271-273
scene composition, 144
scene detection, 184
scratch track, 200
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screen grab, 135
screen resolution. See resolution
script (authoring programs), 218
scripting (programming languages), 91
SECAM (Sequential Couleur Avec
Memoire), 284
secondary storage, 50
devices, 52-62
performance, 51
uses, 51-52
sector
CD storage unit, 55
magnetic storage unit, 52
sequencer (MIDI data), 161
serial data transmission, 48
serif, 104
server, 73
session (CD recording), 55
shader (3-D graphics)
defined, 145
flat, 145
smooth, 145
shooting on twos. See animation
shooting to record, 177
shooting to edit, 177
sine waves, 153
size tweening. See tween animation
Software Engineering Code of Ethics,
244,275-282
software, 79-98
applications, 91-97
defined, 80
operating systems, 80-88
programming languages, 88-91
solid-state storage, 61
Sony BMG, 253
sound, 151-167
sound application, 94
sound capture, 66
sound file format, 159-160
AAC (advanced audio coding), 160
AIFF (audio interchange file format),
159
AU, 160

MP3, 160
RealAudio, 160
WAV, 159
WMA (Windows Media Audio), 160
sound specialist, 239
source video, 184
spatial resolution
bitmapped graphics, 128
CRT, 67
defined, 28
device dependence and, 129
digital camera, 65
resampling and, 129
scanner, 62
speaker system, 69
speech recognition, 112
speech synthesis, 112
spline. See modeling
splitting. See video editing
stamping (optical storage), 54
storage capacity, 51
standard definition TV (SDTV). See video
file format
storyboard
animation, 199
authoring process, 215
product proposal, 233
video editing, 183
streaming audio, 160, 166
stretch/squash. See animation
style. See text
subtractive color, 125
supercomputer, 41
surface definition, 144
SVG (scalable vector graphic). See
graphic file format
S-Video, 287
symbol, 20
synchronization (authoring), 216
synthesized sound, 29, 95, 154
synthesizer, 69, 95, 160
system board, 48
system unit, 43
systematic archiving, 238



T
TCP/IP (transmission control protocol/
internet protocol), 73
terabyte, 23
text, 101-117
alignment, 106
case (lower and upper), 105
computer codes, 107-109
condensed vs extended, 106
editable, 111
editor, 92
extended, 121
font, 105
graphics, 112
HTML, 113
justification, 106
hypertext, 113
kerning, 105
leading, 106
point, 104
style, 104
tracking, 105
typeface, 103
weight, 105
thaumatrope, 195
3-D animation. See animation
3-D graphic. See graphics
3-Dimaging program, 92
thin film transistor (TFT), 68
Thunderbolt, 49
TIFF (tagged image file format). See
graphic file format
time code, 181
timeline
animation, 201
authoring metaphor, 215
video editing, 183
timesharing, 82
touchscreen and user interface, 81
track
disk storage, 52
optical storage, 55
track table of contents (TTOC), 55
tracking. See text
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transfer rate, 51
transitions. See video editing
trimming. See video editing
TrueType fonts, 110
Turing, Alan, 8
Turing machine, 8
Turing Test, 9
universal Turing machine, 9
tween animation, 202-203
alpha tween, 203
motion tween, 202
path-based animation, 202
shape tweening, (morphing), 202
size tweening, 203
tweens, 202
2-D animation. See animation
typeface. See text

U

underscanning, 286

Unicode, 22, 108

upper case. See text

upsampling, 129

URL (uniform resource locator), 73

USB (universal serial bus), 49

USB 3.0, 49

user interface
command line interface, 81
defined, 80
graphical user interface (GUI), 81
multimedia development and, 235
natural user interface (NUI), 81

Vv

variable bit rate (VBR)
sound, 159
video, 175

VCR tape format
8mm, 285
Hi8, 285
S-VHS, 285
VHS, 285

vector, 137

vector drawn graphic, 137-140
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video applications, 95
video, 172-188
video data rate, 188
video editing, 183-186
splitting, 185
transitions, 185
trimming, 185
video file format (digital)
AVCHD (advanced video coding high
definition), 176
D1,176
DV, 176
DVD-Video, 176
Flash Video, 176
HDTV, 176
HDV, 176
Motion JPEG 2000, 176
QuickTime, 176
RealVideo, 176
SDTV, 176
Windows Media Video, 176
video specialist, 230
virtual memory, 83
virtual reality, 4
visual programming, 90
volume, 153

w
WAN (wide area network), 73

WAV. See sound file format

wavetable synthesis, 164

web-safe palette, 133

Weed, 259

weight. See text

white balancing, 181

Wi-Fi (wireless fidelity), 74

Windows Explorer, 87

Windows Media Video. See video file
format

wire frame rendering, 145

word processor, 92

word size, 44

works for hire, 249

World Intellectual Property Organization
(WIPQ), 254

Wozniak, Steve, 12

writer, 228

WWW (World Wide Web), 13-14,73

X

Xanadu, 11

XHTML (extensible hypertext markup
language), 114

XML (extensible markup language), 114

z
zip disk, 52
zoetrope, 196



