STAT-101
Chapter 4 Probability
VEREY IMPORTANT

=*—Section 1-4

¢ Preview ‘'ile sl
Rare Event Rule for Inferential Statistics: 'lilasy) by

If, under a given assumption, the probability of a particular observed event is extremely
small, we conclude that the assumption is probably not correct. (sl Chaall & gas Jlaial
Fllagaaa O sSY 38 () 81 o) it Lld ¢ las pia Bl

Statisticians use the rare event rule for inferential statistics.

= Section 2-4 Basic Concepts of Probability

* Key Concept
This section presents three approaches to finding the probability of an event. o= ="'
Ll g 8 Jlaial alag bl 230G audll 128

The most important objective of this section is to learn how to interpret probability
values. '<Ylaay) ?“5 yiad] A28 ?l"” B ?a.uﬁ\ 8 (1a eAY\ axgll "

v" Part 1 Basics of Probability

+» Events and Sample Space
> Event

any collection of results or outcomes of a procedure (s ic sans "
'l ja) @il f bl
Simple Event
an outcome or an event that cannot be further broken down into
simpler components. <UsSe ) Ji (e a gl SuS K Y o gl ds !
'Lu.n_a\
Sample Space important
for a procedure consists of all possible simple events; that is, the
sample space consists of all outcomes that cannot be broken down
any further. =l &1, <o 13 5 ciadl) Aapead) laal) aen (e allii ) 2y
Ay e dal () Lgarni Sy Y A 0l aas (e 0 5S0y
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+* Notation for Probabilities important
P - denotes a probability. ...
A, B, and C - denote specific évents.

P(A) - denotes the probability of
event A occurring. «-sese

+»+ Basic Rules for Computing Probability important

Rule 1: Relative F A imati f Rule 2: Classical Approach to Probability
e i et dla s bl LU (Requires Equally Likely Outcomes)=¥Lss! Ll 4K events Ji s

Probability jiaayi se ssl st ol ssct sl gl
Conduct (or observe) a procedure, and count the Assume that a given procedure has n different simple events
number of times event A actually c")ccurs. Based on and that each of those simple events has an equal chance of

these actual results, P(A) is approximated as follows: occurring. If event A can occur in s of these n ways, then
le P (A) oty adl] g3 aia e olisg @l (o Smy A Ssall Sl sse olung celia] (Llha 1) <lya o duglacta a4t Unguny Slan 1l K Gl Ty Slia 1Y ity Grawelye] o il
ol ol ) v Y135k 5o S (o8 Sany T (Kasg Soaa 13] &ygaall

Eau ol (Sas WAYS (e Sie

A L Juany oS ol bl s g

i 8§ number of ways 4 can occur
P(A) — # of times 4 occurred (A) = =

# of times procedure was repeated number of dlfferent simple
¥ Lo ST S 1 S e EVENLS s Slos¥l il e

= . s :Vé)'&&cm\‘slr_dt'm
Rule 3: Subjective Probabilities x:-s  sama olina | 4ga g Cos 4l 355 e o
" L 1= LY e
P(4), the probability of event 4, is estimated Jucia) s3ie ) b, ) sels Jlaial saie

LIS Y A sk
g sanas )l gl <~ ) 8 ) seda Jlaial

by using knowledge of the relevant

g P (A) aall JlaialgAs o dipall alaiaiialy o6 .. j
circumstances. LLLI);.J- %L.. G L L e aaly cVlaiaYl sac

+ Law of Large Numbers =Rule 1
As a procedure is repeated again and again, the relative frequency
probability of an event tends to approach the actual probability. ) S5 .S*
'l Jlaia) el BV ) Qe Gaaal sl 1S3 Jlaial g ) S35 1) e dileal)
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¢ Probability Limits very important
Always express a probability as a fraction or decimal number between
O0and1.'.1 50 Om e ady sl eSS Jlaial g i Lala
» The probability of an impossible — Certain sy i
event is 0. Saall &gas Jldial !
0 s Jaisdl
» The probability of an event that is
certain to occuris 1. s Jlial !
1 s Gany o) 2S3all e g2 Caaal)

— Likely e &ysa Jlca!

Wl sl sy
» For any event A, the probability of iﬁfiﬂlﬁﬁ“iﬂj&il 0.5 F — 5050 Chance
A is between 0 and 1 inclusive. b il ol el g llin ) i
That is, 0 < P(A) € 1.  s""J" s
Ol = sh i al Ulae adlaty "I"d) Caja el
e e Canlla 13) o casl 5l 5 jacall

0 — — Impossible &gl Linius
complementary Events

The complement of event A, denoted by A BAR, consists of all
outcomes in which the event A does not occur. Gbad) 2l Jla Jo falita) '

el dae T Caa me b padind aal g o8y Jlaal) ) seds axe il Gl 2l Slia
Ot (Y Y ek Kae ¢ T YY) £ gane e I8 aal gl jedadle Sas )
el (g gbud aa) 5l ) seds Alladal ade dae (g glund

the rule of complement of event

pcr)= 1-P (k)

% Rounding Off Probabilities
When expressing the value of a probability, either give the exact
fraction or decimal or round off final decimal results to three significant
digits. (Suggestion: When a probability is not a simple fraction such as
2/3 or 5/9, express it as a decimal so that the number can be better
understood.). Ass sl sode ol sl e elhae) L) (Jlaia¥) dad o pail) dic !
Jie Jas ¢ 3o Gl Jaia¥) Ladie 1 581) 3508 A8 1 500 ) 5 Y1 4y ) gl 418
' (el IS aedi () Sy 2aal) ()5S Cumay & el Wil e il 5 <9/5 i 3/2
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v" Part 2 Beyond the Basics of Probability: Odds

% Odds

The actual odds against event 4 occurring are the ratio P(A)/P(A),
usually expressed in the form of a:5 (or “a to »”), where a and b
are integers having no common factors.

o WJSis pdBale die yuas (P (A) /P (A) L (oa &0a3 A Saall ol Lladll oY Laial
ASSe Jalse gsag pue danaia laei b s @ dua ("D " ) -
The actual odds in favor of event 4 occurring are the ratio P(4)/
P(A), which is the reciprocal of the actual odds against the event.
If the odds against 4 are a:b, then the odds in favor of 4 are b:a.

Lladll SIS (ole slio 59 (P (A) /P (A) Locss b SuaS A Suall plleal Lladll oY laial
Jio oa A LA gyiie plln (o8 CMA a5 (O iy s SN IS 1] L Eaall 1ia as

The payoff odds against event 4 occurring are the ratio of the net
profit (if you win) to the amount bet.

payoff odds against event 4 = (net profit) : (amount bet)
* Recap "2
In this section we have discussed:
£4 Rare event rule for inferential statistics.
&4 Probability rules.
£ Law of large numbers.
£1 Complementary events. P (K) =1-P( ﬁ)
£4 Rounding off probabilities.
£ 0dds. 4. PCAY/ PCAY.
g. P(N)/ PA)
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EXAMPLE 13 - :
It you bet $5 on the number 13 in roulette, your probabil-

ity of winning is 1/38 and the payoff odds are given by the casino as 35:1.
a. Find the actual odds against the outcome of 13.

b. How much net profit would you make if you win by betting on 13?

c. If the casino was not operating for profic, and the payoff odds were changed to
match the actual odds against 13, how much would you win if the outcome

were 13?

SOLUTION |

a. With 2(13) = 1/38 and P (not 13) = 37/38, we get

P(not13) 37/38
P(13) 1/38

actual odds against 13 =

b. Because the payoft odds against 13 are 35:1, we have

35:1 = (net profit):(amount ber)

So there is a $35 profit for each $1 bet. For a $5 bet, the net profic is $175. The
winning bettor would collect $175 plus the original $5 bet. That is, the total
amount collected would be $180, for a net profit of $175.

c. If the casino were not operating for profit, the payoff odds would be equal to the
actual odds against the outcome of 13, or 37:1. So there is a net profit of $37 for
cach $1 bet. For a $5 bet the net profit would be $185. (The casino makes its
profit by paying only $175 instead of the $185 that would be paid with a roulerte
game that is fair instead of favoring the casino.)
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*— Section 3-4 Addition Rule

+* Key concept
This section presents the addition rule as a device for finding
probabilities that can be expressed as P(A or B), the probability that
either event A occurs or event B occurs (or they both occur) as the
single outcome of the procedure. 3>y ) sebs Lllaial ) (any aa | fasy (Y]
pee
The key word in this sectionis “or.” It is the inclusive or, which means
either one or the other or both.

+* Compound Event
any event combining 2 or more simple events s (V) ) sl Adlaa)
o
Notation important P(A or B) = P (ina single trial, event A occurs or
event B occurs or they both occur)

+»* General Rule fora Compound Event
When finding the probability that event A occurs or event B occurs,
find the total number of ways A can occur and the number of ways B
can occur, but find that total in such a way that no outcome is
counted more than once.
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Gkl (a2 e dallg B Chaall Chany ol Chasy A Gaall G Jlaial e siall aic!
028 Jia 8 & ganall Of i (K15 (B Cuani () Sy S (3 5kl e dae 5 Caany ) (S
% e e JSH gl lutial o4 Y A5, Skl

Formal Addition Rule
P(4A'or B)= P(A) + P(B) — P(4 and B)

B Js¢b sae + A jseb sae - a,b Wllaial sae
where P(A and B) denotes the probability that 4 and
B both occur at the same time as an outcome in a

trial of a procedure.
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Intuitive Addition Rule To find P(A or B), find the sum of the number of ways
event A can occur and the number of ways event B can occur, adding in such
a_way that every outcome is counted only once. P(A or B)is equal to that
sum, divided by the total number of outcomes in the sample space.
Gobl (e 225 A Sl S ol oS BB (e 232 £ sene o a5 (B) SIP(A o5l
S P (A 88 5anl 55 se il iy dans JS (o 48 SRl o34 e 8 lisma (B nll hany (o (S
Al bbb il aae ea) e Lo sudia ciluall 138 (5 5LiB)

Rule of
Complementary Events

P(A) + P(A4) =1

PAY | — P(A)
P(4) =1 - PA)

P(A) and P(A)
are disjoint

It is impossible for an event and its complement
to occur at the same time.

b el g
Disjoint or Mutually Exclusive

Events 4 and B are disjoint (or mutually exclusive)
if they cannot occur at the same time. (That is,
disjoint events do not overlap.)

I il i o 1Y oaa o 15308 1] (lcaing sty caiias 3T Slaing &, B ilsal
A1 Y Tl 8 saN Iy oo
Total Area = 1 Total Area = 1

P(A and B)

Venn Diagram for Events That Are Not Venn Diagram for Disjoint Events
Disjoint
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Venn Diagram for the
Complement of Event A

Total Area = 1

P(AorB)=P(Af) B)
P(AorB)=P(A UB)

Notation
** Recap

In this section we have discussed:

E# Compound events.

E£* Formal addition rule.
£3 Intuitive addition rule.
E2 Disjoint events.

&4 Complementary events.
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" EXAMPLE | )
FBI data show that 62.4% of murders are cleared by arrests.

We can express the probability of a murder being cleared by an arrest as
P(cleared) = 0.624. For a randomly selected murder, find P(cleared).

SOLUTION . .
s’ Using the rule of complementary events, we get

P(cleared) = 1 — P(cleared) = 1 — 0.624 = 0.376

That is, the probability of a randomly selected murder case 7ot being cleared by an
arrest is 0.376.
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#+ Section 4-4 Multiplication Rule: Basics

¢ Key Concept
The basic multiplication rule is used for finding P(A and B), the
probability that event A occursin a first trial and event B occurs ina
second trial.
DY) ASlaall 8 Guasy A Gl of Jial 5 B) 5 P (A Y Lawlud) o uall saeE aladi o3 !
' 4l AeSlae L8 B sl aang g
If the outcome of the first event A somehow affects the probability
of the second event B, itis important to adjust the probability of B to
reflect the occurrence of event A.
agall e e S Eaall Juaia) e s al ol 48l jigis J5Y) Cuaall dagm calS 1)
‘A, Gaall e @ el B Jlial Javcal
“ Notation
P(A and B) = P(event A occurs in a first trial and event B occurs in a second
trial)

% Tree Diagrams
A tree diagram is a picture of the possible outcomes of a procedure,
shown as line segments emanating from one starting point. These
diagrams are sometimes helpful in determining the number of possible
outcomes in a sample space, if the number of possibilities is not too
large.
il Ak e AEiiall bad lelUad mamse o WS el ja Y] 13g] Aldiaall milll (a5 ) pm o "
s S 13 gl pliad 8 Alaiaall il (e 230 3aad 8 Ulad 3ade 4 cillabdd) s3a 3aal
s b Cand VLAY (e

- Y] | oy
Tree Diagrams SR
Was /oo Jloeall dlaial) mSlall a8,01 13a asly
aaie e LLERY ! 15 4ol

This figure summarizes

the possible outcomes

for a true/false question

followed

by a multiple choice

question.

Note that there are 10
possible combinations.
Akl Sladystl 10 éllsa 51 laay

F

panTaosan ool

(I

ds¥! ool JlSal

cha¥ ) Jlaadl oasls gslll ggee L2V
Sl ey Jlaial ualic S, Jg¥! 2 > 5 i
A Js¥! elay !l ¥ laial ot Jsl daas
0*Y Laass Lascalie sae ossuiiy o3l5l)
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% Conditional Probability Key Point important
We must adjust the probability of the second event to reflect the

outcome of the first event. (sSxil UG Caal) Jlaial haaa Uile cang 4l dda!
'Y Caaall il

% Conditional Probability Important Principle ‘s 12 L5 il Jlaial
The probability for the second event B should take into account the

fact that the first event A has already occurred. <" SUGl Caall 13¢] Jlaia) !
Vel Giaa g cian MM ol ddds e ) 33l of

Notation for Conditional Probability
P(B|A) represents the probability of event B occurring after it is
assumed that event A has already occurred (read B|A as “B given
A.")

Dependent and Independent '“izea & g aixa"
Two events A and B are independent if the occurrence of one does
not affect the probability of the occurrence of the other. (Several
events are similarly independent if the occurrence of any does not
affect the probabilities of the occurrence of the others.) If A and B
are not independent, they are said to be dependent.
Elaal) e paadl) LAY £ By Jlaia) o i Y Baalg £ ghy Meuiaiiyail™ IS 1B A (i
Iy Alie sl B g A OIS 13) (LAY g by celaial o S5 Y 6l g gy OIS 13) Aliia Jlally
M 4)
+ Dependent Events
Two events are dependent if the occurrence of one of them affects
the probability of the occurrence of the other, but this does not
necessarily mean that one of the events is a cause of the other.
Ol sl (ay ¥ 108 (S5« AV g 5 Jial e i Laaaal g 85 (IS 13 adiad (lias
LAY e e Glaal) e Jaal
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+¢ Intuitive Multiplication Rule

When finding the probability that event A occurs in one trial and
event B occurs in the next trial, multiply the probability of event A
by the probability of event B, but be sure that the probability of
event B takes into account the previous occurrence of event A. '
ALl Ay il 8 ' Caaal) sy g sas) 5 Ay et g Gasy 1 Gaall o sl e iall
t}sjdt.m\ O 4 i Y Lae (S ' Gaaal) @s}JLM\UA'\' Gaaall Jlaial dicliae
\' Gaaall d,\L..J\ JPJM JL.\.K:Y\ Oz A;Lq a._a daaall

Formal Applying the
Multiplication Rule Multiplication Rule

iadacldll suaiul A & B dependent events (S il
P(A and B) = P(A) * P(B|A) —1_

Multiplication rule

Note that if A and B are independent
events, P(B[A) is really the same as

Are
E(g)— S gl auais Independent oS 1l /" Aand B \Yes

\.independent

PAand B) = PIA) - P(B) |

P(Ad B)= F(&) «PCB) iN°-'-"*'~F<~J.m~7{‘

skl cnagslal | o s PlAand B) = PA) - PBI A
Bl ,a ¥l aally i Lisaay!

ONote

Applying the
Multiplication Rule
pCola)=eCW

| il aad D

— AN |'\¢La.1_.-L&
P(AandB) |

Multiplication rule h

A

A,\ -
P(Annd B) = P(A) - P(B) H AReD :

independent = P(A and B) = P(A) - P(B| A) ﬂ
?

Be sure to find the probability of
event B by assuming that
event A has already occurred.
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¢+ Caution
When applying the multiplication rule, always consider whether the events are

independent or dependent, and adjust the calculations accordingly. e 8 (gaadai die!
'l L g clleadl Jascal g cchipainail ol chiainy Eilaall il 13 L Wala lail ooyl

X/

+* Multiplication Rule for Several Events
In general, the probability of any sequence of independent events is simply the

product of their corresponding probabilities. A
T Al VLAY U Al s "Ciainail' A ElaaY) Julas ol Jlaial cale (S

X/

%+ Treating Dependent Events as Independent
Some calculations are cumbersome, but they can be made manageable by using
the common practice of treating events as independent when small samples are
drawn from large populations. In such cases, it is rare to select the same item
twice. _
Aallee b Abiiall Lailal A jlaall aladinly Lo aSaill iy o (S B38aall illaall iy !
Jie (8 OSl (pe 5aS aae (e B s il Lpan ) ol Ledie "capaiil’ Ll e calaaY)
! O e 48 ‘).a.a.ud\ ATREN ‘)AL.'\S\ uAs YAT) sla

+ The 5% Guideline for Cumbersome Calculations
If a sample size is no more than 5% of the size of the population, treat the
selections as being independent (even if the selections are made without
replacement, so they are technically dependent).
el yal a3 13 i) il J) cilaaill g Jelaty 4l (Sl ana (0 75 (e 250 Y Al aaa (IS 13
" (Faleadl Lalill (e caipainny g8 UL cJlagind (50 Dlyaail)
+* Principle of Redundancy
One design feature contributing to reliability is the use of redundancy, whereby
critical components are duplicated so that if one fails, the other will work. For
example, single-engine aircraft now have two independent electrical systems so
that if one electrical system fails, the other can continue to work so that the
engine does not fail. r<=liall ) S5 a5 Cun ¢ ) HSAll aladfin) 48 fga (8 aaliy 285 areals e
Oladas 1 Leal aad g &l jae ld 3 ita (JUA Juw (e Jary Cog JAYT 5 can] (188 13) Gy danlsl)
ol Jis Y s Jeall et o oSy DAY 5 csanl Sl el aUaill L8 13) Cuay dliiaall 3l 5<0)
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Summary of Fundamentals

+2* In the addition rule, the word “or” in P(4 or B)
suggests addition. Add P(A4) and P(B), being
careful to add in such a way that every outcome

is counted only once.
Py P (A) Gila] .gandl o1l 585 (B i A) P o "51" LS )i« gand) Bacli s
s Baaly 8 ye olawa ol ot JS T A8 yhall 0 Jie (b8 Bils] (e yayally (B)
+¢* In the multiplication rule, the word “and” in
P(A4 and B) suggests multiplication. Multiply
P(A4) and P(B), but be sure that the probability
of event B takes into account the previous
occurrence of event 4

Ky P (B)s P (A) Gelasi .yl () 03 (B 5 A) P g 5" Lal syl 8ue i b
A saall e salidl Egan HLbe¥ ] ey JAL B Saall ¢ g8 Jlaial o wad el ¥ Les

Recap

In this section we have discussed:

+* Notation for P(4 and B).

+;* Tree diagrams.

+* Notation for conditional probability.
+¢* Independent events.

+%* Formal and intuitive multiplication rules.
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Quality Control in Manufacturing Pacemakers are im-

planted in patients for the purpose of stimulating pulse rate when the heart cannot
do it alone. Each year, there are more than 250,000 pacemakers implanted in the
United States. Unfortunacely, pacemakers sometimes fail, bur the failure rarte is
low, such as 0.0014 per year (based on dara from “Pacemaker and ICD Generator
Malfunctions,” by Maisel, et al., Journal of the American Medical Association, Vol. 295,
No. 16). We will consider a small sample of five pacemakers, including three that
are good (denoted here by G) and two that are defective (denoted here by D). A
medical researcher wants to randomly select two of the pacemakers for further ex-
perimentation. Find the probability that the first selected pacemaker is good (G) and
the second pacemaker is also good (G). Use each of the following assumptions.

a. Assume that the two random selections are made with replacement, so that the

first selected pacemaker is replaced before the second selection is made.

b. Assume that the two random selections are made without replacement, so that
the first selected pacemaker is not replaced before the second selection is made.

SOLUTION
Before proceeding, it would be helpful to visualize the three good

pacemakers and the two defective pacemakers in a way that provides us with greater
clarity, as shown below.

G G G D D
a. If the two pacemakers are randomly selected with replacement, the two selections
are independent because the second event is not affected by the first outcome. In
each of the two selections there are three good (G) pacemakers and two thart are
defecrive (D), so we gert
3

3 3

P(first pacemaker is G and second pacemaker is G) = =

. If the two pacemakers are randomly selected without replacement, the two selec-
tions are dependent because the probability of the second event is affected by the
first outcome. In the first selection, three of the five pacemakers are good (G). Af-
ter selecting a good pacemaker on the first selection, we are left with four pace-

makers including two thar are good. We therefore get

2 6
— = —or0.3

3
P(first pacemaker is G and second pacemaker is G) = — * — = -
5 4 20
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% Section 4-5 Multiplication Rule: Complements and Conditional Probability

+* Key Concept
Probability of “at least one”:
Find the probability that among several trials, we get at least one of some
specified event.
e Y e aaly de Jsandl el e daall G o of Jlaial e sl JEY) deas) " Jladal !
' osaaaall Galaal) sz
Conditional probability:
Find the probability of an event when we have additional information that some
other event has already occurred.
Elaa Yl mmy Lay ddla) e shes Lipal (5 55 Ladie Eaaall ¢ 685 Jlaial e Gandl ;o il Jlaiay) !
' Jailly e 8 5 AY)
+* Complements: The Probability of “At Least One”
e “Atleast one” is equivalent to “one or more.” ' Sl 5l as)s "Joley L JEY) e aal !
e The complement of getting at least one item of a particular type is that you
get noitems of that type.

Conditional Probability Finding the Probability
A| conditional probability of an event is a . Of “At Least One”

nfobability obtained with the additional information
tllat some other event has already occurred. P(B|A)
dgnotes the conditional probability of event B

gfcurring, given that event 4 has already occurred, To find the probability of at least one of

apd it can be found by dividing the probability of ; R
afents A and B both occurring by the probability of something, calculate the probability of none,

e a3 then subtract that result from 1. That 1s,
: PCande) = b sl ol B s TR eyl flimal s
Pca)- P(c,,,g 1wmu@m
P(A and B)

P(4) P(at least one) = 1 — P(none).

P(B W)=

¢ Intuitive Approach to Conditional Probability
The conditional probability of B given A can be found by assuming that event A
has occurred, and then calculating the probability that event B will occur.
G Jlaial Glas o5 Ga s aaa A Gaall of Gl 581 e ) diall (Say Gama B A (00 bl Jlaiay) !
'B. &uaall i
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Confusion of the Inverse

To incorrectly believe that P(4|B) and P(B|A) are
the same, or to incorrectly use one value for the

other, is often called confusion of the inverse.
28 Bl Tagd 2 1BTY of o Lpaui oa P (B A)y P (A1 B) o prasnua b alize!

P(RIA) Z PCAIB)

Recap

In this section we have discussed:
+» Concept of “at least one.”
+%* Conditional probability.

+¢+ Intuitive approach to conditional
probability.

Omitting sec 6,7,8 .. End of chapter 4

18 1 Page By Shahad Alhawashi




m Defective Firestone Tires Assume that the probability

of a defective Firestone tire is 0.0003 (based on data from Westgard QC). If the
recail outlet CarStuff buys 100 Firestone tires, find the probability that they ger ac
least 1 that is defective. If that probability is high enough, plans must be made o
handle defective tires returned by consumers. Should they make those plans?

SOLUTION
y

Step 1: Use a symbol to represent the event desired. In this case, let A = at least

| of the 100 tires is defective.
Step 2: Identify che event that is the complement of A.
A= not getting ac least | defective tire among 100 tires
= all 100 tires are good

= good and good and . . . and good (100 times)
Step 3: Find the probability of the complement.
P(A) = 0.9997+0.9997 0.9997 + - - -+ 0.9997 (100 factors)
= 0.9997" = 0.9704

Step 4: Find P(A) by evaluating 1 — P(A).

PA)=1-PA) =1-0.9704 = 0.0296

. INTERPRETATION . b - v
There is a 0.0296 probability of at least 1 defective tire

among the 100 tires. Because this probability is so low, it is not necessary to make
plans for dealing with defective tires recurned by consumers.
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* Examples:

Example 7.1
Consider the experiment of rolling a fair die once.

a) What is the probability of getting a SIX on one throw?

Solution

Let 4 be the event of getting a SIX on one throw. The sample space is
5 =1{1.23.456} and n(4)=1. Hence,

P(4)=

b) What is the probability of getting an even number?
Solution

Define A to be the event of obtaining an even number. The even numbers are
2. 4, and 6, therefore. n(4)=3.

pla)=")_3_45
N 6

Example 7.2
A pair of coin is tossed once.

a) What is the probability of getting one HEAD (H) only?

Solution

S= {(‘HH J(H#T).(77).(7H )} The sample space has four elements. N=4.

Define A4 to be the event of getting one H only. Since there are only two
instances when H appears once. n(4)=2.
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b) What is the probability of getting at least one TAIL (T)?

Solution

Define A4 to be the event of getting at least one T. “At least one T means
one T or two Ts. Getting back at the sample space we see that n(4)=3.

Relative Frequency Method

Other books call relative frequency method as the empirical or a posteriori probability. If

A 1s the event being investigated. and N is the number of times the experiment is repeated
then

P(4)= n(4)

J
4

n(A4) is the number of times event 4 occurred.

Example 7.3

Consider a teacher who asks his students to think of a number from among 1. 2. 3.

4. 5. Students wrote down the number on a piece of paper and the table below
shows the results.

Number Frequency

1
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7.3 FUNDAMENTAL RULES OF PROBABILITY

Addition Rule
If A4 and B are any two events then P(4\B)=P(4)+P(B)-P(4B)

Example 7.9

Consider the experiment of drawing a card on a deck of 52 playing cards. What is
the probability of drawing a red card or a face card?

P(4uB)=P(4)+P(B)-P(4NB)

_26,12 6 _32

= + = =
2 52 52 52

8

13

Addition Rule Mutually Exclusive Events

If A and B are any two mutually exclusive events then P(4B)=P(4)+ P(B)

Example 7.10

What is the probability of drawing a king of heart or a queen of spades.

P(4UB)=P(4)+ P(B)
1 1 2

=—+
5¢ 52 52

P(A4 k_)B)=i
26
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Example 7.11

What is the probability of drawing a card numbered 8 or black card?

P(4UB)=P(4)+P(B)-—P(4nB)

4 26 2
— + -

52 52 52
_28

52

P4UB)= 14726
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Relapse

Researchers randomly assigned 72 chronic users of cocaine into three
groups: desipramine (antidepressant), lithium (standard treatment for
cocaine) and placebo. Results of the study are summarized below.

asaiallly ((QLESI) trelyascns tolesane &M (] GRS o (rote 72 (oSlguiie S,

no
relapse relapse | total
desipramine 10 14 24
lithium 18 6 24
placebo 20 4 24
total 48 24 72

http.//’www.oswego.edu/~srp/stats/2_way tbl_I.htm

Marginal probability

What is the probability that a patient relapsed?
SoSul pan bl T Jlais) ga L

no
relapse relapse | total
desipramine 10 14 24
lithium 18 6 24
placebo 20 4 24

total @ 24 @

P(relapsed) =48 /72 ~0.67




Joint probability

What is the probability that a patient received the antidepressant

(desipramine) and relapsed?
Cu.us_ub (%MJ) UEC\S)U salall d\sﬁ um',ll ugl JLAC»A| LY. Ls

relapse

no
relapse

tota

desipramine

lithium
placebo

(o)
18
20

14
6
4

24
24
i

total

48

24

(72)

P(relapsed and desipramine) = 10/ 72 ~ 0.14

Conditional probability

The conditional probability of the outcome of interest A given condition
B is calculated as B dlat Llss A J 355011 @il ooyl Jlaia¥ ] Glua o

P(A|B) =

P(A an
P(B)

d B)

relapse

no
relapse

total

desipramine
lithium
placebo

10
18
20

14
6
4

24
24
24

total

48

24

72

P(

relapse|desipramine)
P(relapse and desipramine)

P(desipramine)
10/72

24/72
10

" 24
=042




Conditional probability (cont.)

¢ gl agiT Jlaial 98 Lo (o lymews) SLEOU slids (80 Gau Ll 5T yas BS T3]
If we know that a patient received the antidepressant (desipramine),

what is the probability that they relapsed?

no

retapse—relapse_

@ipramine

10

14

lithium
placebo

18
20

6
4

total

48

24

P(relapse | desipramine) = 10 /24 ~ 0.42

Conditional probability (cont.)

If we know that a patient received the antidepressant (desipramine),
what is the probability that they relapsed?

no

relapse

relapse

desipramine
lithium
placebo

10
18
20

14
6
4

total

48

24

P(relapse | desipramine) = 10 /24 ~ 0.42
P(relapse | lithium) = 18 /24 ~0.75

P(relapse | placebo) =20/24 ~0.83




Conditional probability (cont.)

If we know that a patient relapsed, what is the probability that they
received the antidepressant (desipramine)?

no
relapse\ relapse

desipramine 10 14
lithium 18 6

placebo 20 4

total \ \_Ay 24

P(desipramine | relapse) = 10 /48 ~ 0.21

P(lithium | relapse) = 18 / 48 ~0.38

P(placebo | relapse) =20/ 48 ~0.42

General multiplication rule

e FEarlier we saw that if two events are independent, their joint
probability is simply the product of their probabilities. If the events
are not believed to be independent, the joint probability is

calculated slightly differently.
O ldgan e laial @ G dalowy ga dyiall Jlial  independent sa (fiaa 1] 41 Gl L,
Slals Calin, Yo o iall Jlaad ! Glua a3 independent ;5Ss o &laa¥l ol atiay o o

e [f A and B represent two outcomes or events, then

- on xSl S5 B 5 A 13
P(Aand B) = P(A| B) x P(B) 010

Note that this formula i1s simply the conditional probability formula,
rearranged. Ly gl Jlaia¥ | Buas syae on Dl sia o) Loy

It 1s useful to think of A as the outcome of interest and B as the
condition. .L,iS By suude daa€ A b K& o7 wdll oy




Independence and
conditional probabilities

Consider the following (hypothetical) distribution of gender and major of
students in an introductory statistics class:

Lagaill Slelan] 36 (o oMall Gaaiiy puiall oo I auysill (Ll jisl) o6 il
social  non-social
science science total

female 30 20 50

male 30 20 50

total 60 40 100
= LeliaY| aglall Laadd 5 Lilgdie o)lisl o3 QLA of Jlaial : _
e The probability that a rmj;mfy selected student is a social science
major is 60/ 100 = 0.6.

® The probability that a randomly selected student is a social science major given that they are female is
=T il 5% byt GeLain ¥ psle demnatyy Lilsatie o5baal o3 LI G JLaial
30/50=0.6.

e Since P(SS | M) also equals 0.6, major of students in this class does
not depend on their gender: P(SS | F) = P(SS).

Independence and
conditional probabilities (cont.)

Generically, if P(A | B) = P(A) then the events A and B are said to be
independent.

e Conceptually: Giving B doesn’t tell us anything about A.

e Mathematically: We know that if events A and B are independent,
P(A and B) = P(A) x P(B). Then,

P(A and B) _ P(A) x P(B)

PAIB) = =55 P(B)

= P(A)




Probability Trees

You have 100 emails in your inbox: 60 are spam,
40 are not. Of the 60 spam emails, 35 contain the
word “free”. Of the rest, 3 contain the word “free”.
If an email contains the word “free”, what is the
probability that it is spam7

spam ( »
............ spam and' f

60
<no free. 25 | spam and no “free”

% A @ spam anc‘fg@)

37| not spam and no “free"

Aspam |~

As of 2009, Swaziland had the highest HIV prevalence in the world.
25.9% of this country's population is infected with HIV. The ELISA
test is one of the first and most accurate tests for HIV. For those
who carry HIV, the ELISA test is 99.7% accurate. For those who do
not carry HIV, the test is 92.6% accurate. If an individual from

Swaziland has tested positive, what is the probability that he carries
HIV?

AHIV) = 0.259

A - | no >‘/I~A = 0926

Zree di. agra/n /

R’Y/I\// +) =
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P{Y/f»/) x A+ | V/I‘V'A) = f‘(»’/fy‘/ana' +)
—p 0.259 X 0997 0;?_58)*

A ATV and =)
—p 0.259 X 0.003 = 0-000%
A7/ |+ = AL and +)
A +)
o R —

| — 0.92¢ 0.2582 + 0.054%

4 V=007 —13p 0.74 x 0.074 =@.05@
] A no HIV and +)

—P 0.249l X 0.926 = 0-656=2
Ano HIV and -)

3y el e L) el g b damg G JLaind 58 Lo oulaal e HLEAT @iy S35 lsen (o padad dJlia oS 1)
If an individual from Swaziland has tested positive, what is the probability that he carries HIV?
P(HIV | +) = 0.82
Ayl el Gl g a8 Jang Do Tl ool agntl5 a5 lgen (p0 3,8 /82 Loy Jlia :
There is an 82% chance that an indivndualﬁm Swaziland who has tested positive actually carries
HIV.
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PULD IV PV 3 Do I N W

(¢e3YS 6P 3
** Let the,sample spay L2={a,b,c,d, e, fj}A={a, b, c}andB=

{a, b ,e} find ghe following:-

a) P(A) = —-
e bl p(AnB]~ L

c) P(AUB)4™

d) P(A/ B)

e) P(A) 5 L
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c) lpca 9)’[’(6””3)““%}\0)
> o 2 ——-
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s Let P( B)=0.3, P( A)= 0.2, if A and B are independent, then
P(AQ B)=F (A ~AB)

a) 0.5

( b) 0.06 |\
c) 0.3

d) 0.2

F(A/B)S-'P(“\) = 02
pC@Ngy-o2tve3=0" 24
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