Final Revision T&F / MCQ

Determine whether the statement is true or false:

1. Similar matrices have the same inverse. F

2. The n X n matrix 4 is invertible if and only if 0 is not an
eigenvalueof A. T

3. If A and B are invertible similar matrices, then their inverses A™1
and B~ 1are also similar. T

4.1f Aisan m X n complex matrix and B isann X r complex
matrix, then AB = AB. T

5. Matrix C is diagonalizable if it is similar to a diagonal matrix B;
there exists an invertible matrix P where
B =PCPLF

6. If Q is an orthogonal matrix, then det (Q) must be 1. F

7. A square complex matrix A is called Unitary if its conjugate
transpose equals its inverse. T

8. A linear transformation preserves the operations of vector

addition and scalar multiplication. (True).
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9. If the linear transformation T : V — W is both one-to-one and
onto, then it is an isomorphism. (True).
10. If we interchange two rows in an identity matrix, then it will

not have an LU-decomposition. (True).

11. Every square matrix has an LU-decomposition. (False).
12. LU decompositions are unique. (False).
13. Simplex method is an iterative procedure for solving LPP in

finite number of steps. (True).
14. The solution set of a system of linear equation is bounded if

it can be enclosed by a circle. (True).
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(a) T :V — W is a one to one linear transformation, then ker(T) = {0}.

(a) — Tue
(b) ¥ T :R? = R? be a map given by T(x,y) = (v + y,y — 1), then T is linear.

(b) — False
(¢) Every square matrix can be decomposed into LU-decomposition.

(c) False
(d) If Ais m x n matrix, then the eigen values of A7 A can not be negative.

(d) True
(e) The following L.P.P has an unbounded feasible region.

min :=1x—1y
subject to  dr — 3y = 0

r4y <10

=0, y=0.

(e) False
(f) No L.P.P with an unbounded feasible region has a solution.

(f) — False
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(a) The function T : B* — R? given by T(r1,72) = (211 + 372,470 — 1 —11,11) is a
linear transformation.

(a) — False
(b) T :V — W be an isomorphism, then ker(T) = {0}.

(b) True
(c) Every square matrix has a LU-decomposition.

(c) False

(d) If A is an m x n matrix, then A A is an m x m matrix.

(d) ___False

(e) In linear programming problems, all variables are restricted to positive values only.

(e) — False

(f) One of the quickest ways to plot a constraint is to find the two points where the
constraint crosses the axes, and draw a straight line between these points.

(f) True
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Linear Algebra (Math 251)
Level IV, Assignment 4
(2015-16)

1. State whether the following statements are true or false:

(a) If alinear transformation T is an isomorphism, then kernel of T is the zero subspace.

(a) TL
(b) If T is a translation operator, than it is linear.

) _False
(c) Every square matrix have LU-factorization.

() False
(d) ( _41 g ) (f; _32 ) is an LU-factorization of (i _“1 )

(a) _False

(e) Inlinear programming problems, a linear objective function that is to be maximized
or minimized.

() _True

(f) The graphical method is used only when the LPP have exactly two unknown vari-
ables.

(n _True

2. Select one of the alternatives from the following questions as your answer,

(a) Let T : B®* — R® be a linear transformation with rank 4, then the number of basis
element in the kernel of T is
A 2
BE. 4
C. 6
D. 10

(b) IfT:V = V be a linear operator such that T(u) =4, Vu € V', then
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A. T is linear.
B. T is isomorphism.
C. T is not linear.
D. None of the above.
(¢) Which of the following sets of eigen values have a dominant eigen value
A {2.=3.4.5.=5. -1}
B. {1,7.-6,4,-=7.3}

© (-10.11C1D1. 10, -11)

Snoo
\_/

1
(d) The singular values of the matrix A = ( 0
3

A. 10, 40
B. 15, 35

C. V15, V35
D. V10, Va0

(e) The point (3,0) satisfy one of the following systems

Al
r4+y=>>5
r+2y>3

B.
3r=-y=>9
dr+5y <11

e.
122 =y > 35
Jr+4y <10

D.
2r+y>6

3z =5y>15

(f) The valid objective function for a linear programming problem is:
A. max(zy)
B. min(3z — 2y + 12)
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1. State whether the following statements are true or false:

(a) The product of eigen values of a matrix is same as its determinants.

(a) — True
200
(b} The eigen values of the matrix A=| 6 -1 0 | are2, 4 and 0.
17 3 4
(b) — lalse
(¢) The inner product of two vectors cannot be a negative real number
() False
(d) If v = (3,4) then ||v|| = 5.
(d) —True

(e) In an inner product space (V, <, =) if xr and y are unit vectors orthogonal to each
other then ||x + y|| = 2.

(¢) —False
(f) fu=(4.3.1,-2) and v = (-2,1,2.3) then < u,v >= -0.

7 1—1 8
(g) The matrix A= | 1—-¢ 5 —=1-—6i | is Hermitian.
B hGi—1 -1
(g) False

(h) A square matrix A is orthogonal, if A7 = AT,

(h) — True
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(a) If 2, 3 and 4 are eigen values of a matrix A, then det(A) = 9.

(a) — False
(b) (1.-1,2) is the real part of the complex vector (1 + i, =1+ 1,1, 2).

(b) —False

(¢) The inner product of a nonzero vector with itself is always a positive real number.

(c) True
(d) fu=(1,-1), v=(-2,2) and k =4, then < ku,v >= 16.
(d) False
(e) If determinant of a matrix is 1 or -1, then the matrix is orthogonal.
(e) — False

(f) The rows and columns of an orthogonal matrix are orthonormal.

(f) —Lme

(a) The sum of eigenvalues of a square matrix is same as its determinant.

(a) — False
(b) (1,0.3) is the real part of the complex vector (21 + 1, =3:,1 + 3).

(b) —Te

(c) The inner product of a vector with itself can not be negative real number.

(c) True

(d) If u and v are orthogonal vector then the angle between these two vectors is zero.
(d) False

(e) If determinant of a matrix is 1 or -1, then the matrix is orthogonal.
(e) — False

(f) In case of real matrices, Hermitian and symmetric matrices are same.

(f) —Tme
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For Each Question, Choose the Correct Answer from the
Multiple-Choice List.

1. Ifu=(12),v=(1,0)and w = (—1,2), then (u + v, w)=
a. 0
b. 2

c. (—1,4)

2. The quadratic form expressed in [x y ] [i _11] [;f] is:

a 2x%2+y*+4x—vy
b. 3x2 — 3y?
Cc. 2x% —y?% + 5xy

2
This should be: [ x vy ] 5 2
[ -1

X
[y]’ as the matrix in the quadratic

form must be symmetric.

i
3. LetV = —1] a complex matrix, then V:
—i
_i'
a. |—1
i
i
b. |-1
—1J
—17
c. |—1
[ 1
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4. One of the following matrices has no LU-decomposition
100 2 1 -1 01 0 100
a) [o 1 0] b) [—2 -1 2 ] oftr o 0] d) [2 3 0]

0 0 1 2 1 0 0 0 1 4 1 2

5. LetT: U — V be alinear transformation, then:
a. The kernel of T is a subspace of U
b. The kernel of T is a subspace of V
c. Therange of T is a subspace of U
d. None.

6. Graphical method can be applied to solve LPP when there are only:
a. One variable.
b. Two variables.
c. Three variables.
d. None.

7. LetT: R?> — R? be the multiplication by [2 12] then

T-1 ([;Dwill be equal to:

T Y%, )= (x=2y, - 2x + 3/2y)
b. T-Y(x, y) = (x—1/2y, - 2x + 5y)
c. T7Yx, y)=(x—1/2y, - 2x + 3/2y)
d. T-Yx, y) =(x—1/2y, 2x + 3/2y)

Q
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2. Select one of the alternatives from the following questions as your answer.

(a) Which of the following sets of vectors are orthogonal with respect to the Euclidean
inner product on RZ:

A (0,6), (7.0)
B. (3:4).(2, 5}
C. (6:9).(5.2)
D. (0.4), (0,6)
(b) I |Jul| = v30. |lv|| = V18 and < u,v >= =9, then cosf =

-2
315
-3
24/15
-2
360
D. None
(¢) The values of k for which u = (k,—4,8) and v = (k, k, —4) are orthogonal in R?
Euclidean Inner Product Space are

):
1).(
9
):

B.

C.

A 8 4
B. 4, -8
C. 4,8
D. 4,8

(d) The eigen values of a Hermitian matrix are
A. complex only
B. complex and real both
C. always zero
D. always real
(e) If 0 1s an eigen value of a square matrix A then A is
A. an Identity matrix.
B. invertible.
C. not invertible.
D. None
(f) If square matrix A is such that AA* = I, then A is
A. Hermitian
B. Unitary
C. skew-symmetric
D. None
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(g) The matrix A =

D ouD | D | =
w
w0

A. Hermitian

B. Unitary

C. skew-symmetric
D. Orthogonal

3. Compute < U, V > using the inner product on Ms,s. where

. 0 =5 Y B
L=(g 18) and 1«—(1 l)'

2. Select one of the alternatives from the following gquestions as your answer.
[a) If = (3% —1,4), v={0_4,6) and & =2, then the value of < ko, o >=

AL )

B, -2

C.An

. =4ih
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(b) If p=d+ Gr — Zr® be a vector in the vector space Py, then || P|| =
AT
B. 21
L

D o 2

Al A -

1 o 2
() The eigenvalues of the matrix A= | 0 —1 3
o 0 4

A {234}
B, {1,—1,4}
Co{L,0,—1}
Do {1.—1,3}

(d) If {1,4, —2} be sigenvalues of a square matris, then its determinant will be
AL -8
B. 3

U
. =

(&) If o + 353 — 12972 be the guadratic form, then the associated svmmetric matrix

will e
i —is

A | 3 —r.]

[ 3 -6
B. I —ir ]

[ 6 —12
C. | —12 3 ]

[ & —&
b I - 3 ]

3 1+d 24da
[T} For which value of @ and &, the moatrix i —1 2 —dx | = Hermitian?
2 — fig & |

Ala=1+i b=2—dx
B.a=1+i, b=24+41
Coa=1—i. = 2+ di
Doa=1—i. b=2—d
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[a) The characteristic equation of the matrix 4 = l 2! 1 I i=
ALMN-—TA-10=0
B. A+ 7A—10=0
C.M¥-=TA+10=0
D. A4 TA+10=0
1 -1 2
(k) The elgenvalues of the matrix A%, where A= 1 0 4 1 |, are
0 o -3
Al {1,4,-3}
B. 1,12, -9}
C. {1,64,27}
D. {1,644, —27}

() Which of the following sets of vectors are orthogonal with respect to the Ewclidean
baner prodiet on B4

L 0LE), (-2,0)

- ALY 26

- 06.09,05,2)

- (DAY, (0.6)

(d) If angle between vectors aamd © 5 zero such that |Ju]| =4, ||v]] = 6. then < o, v ==
1

o I =

L]

[
=

EomEF
<

5

{e) If Brd+ 202 — dod — Doy 4Gy rg — Ay g be the quadratic form, then the associated

symisetric matris will he

A

a

1

E

1
2
-2

[ 3

-1
-3
3
—1
3

-1
2
—2

3
-2
—i
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SLdLIn a0l LICIRACLIEIEEIL L ikl DHETELAL 1

3 i4+2 244
(f) For which value of o and &, the matriz il =1 -1 | is Hermitian?
2—te b |
Ala=1-2 bh=-2-1
Ba=—i+2 b=3+1
Coa=—142 b=-2-1
D.a=1t—-2 b=%4+1
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(a) Let T : B* — R? be a linear operator given by T(x1,72) = (12 — 1. =211 + 27132).
Which of the following vector is in Ker T7
A. (-12)
B. (-1,1)
C. (1,-1)
D. (1,1)

(b) I T : My — B be a linear transformation with rank 8, then nullity of T is given
by

(¢) Which of the following sets of eigenvalues have a dominant eigenvalue:
A6, -4, 6.1}
B. {—3,—1.0,2}
C. {-10,0,1,10}
D. None of the above

70
(d) If B = [ﬂ )

A, {7.0)
B. {0. 2}
C. {7.2)
D. {¥/7.v2}

:| be a matrix where B = AT A, then the singular values of A are

() In maximization problem. optimal solution occurring at corner point vields the
mean values of z

lowest value of =z

aw»

mid values of z
D, highest value of z
(f) Which of the following constraints is not linear?
A TA—-6B <45
B. X+Y+3Z2 =35
C.2XY+ X =15
D. None of the above.

16 | SHAHAD ALHAWASHI



Final Revision T&F / MCQ
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(a) f T : B* — RB? be a linear operator given by Tz, §) = (2r — , —dr + 2y), then
which of the following vector s in ker(T)7
A (1,4)
B. (2,1)
C. (1,1/2)
D. [1/2,1)
(b)) HT: W — V bealinear transformation, then Eer(T) and range{T') are subspaces
of wector space(s)
AV,
B W.
C. W oand V respectively.
DoV oamd W respect ively.
(c) Which of the following sets of dgenvalues have a dominant edgenvalie:
{8 -7, -6,8}
|-5,-2.2,4}
[-3.-2,-1,,0,1,2, 3}
MNone of the above

4 0 0
09 0 | beamatrix where B = AT A, then the singular values of A
oo 1

=Sl

(d) i B =

are
{4, 9,0}
{0, 9, 16}
{4,016}
D. {2,3,4}
(e} In linear programming, objective function and objective constraints arme
AL solved.
B. quadratic.
C. adjacent.

0. linear.

aw e

(f) The feasible region
Al is defined by the objective function.

B. s an area bounded by the collective constralnts and represents all per-
missible combinations of the decision variables.

. represents all values of each constraint.
meay range over all positive or negative values of only one decision varkahle.

=
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